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Abstract. The complexity of interpolation attacks on block ciphers de-
pends on the degree of the polynomial approximation and/or on the
number of terms in the polynomial approximation expression. In some
situations, the round function or the S-boxes of the block cipher are
expressed explicitly in terms of algebraic function, yet in many other
occasions the S-boxes are expressed in terms of their Boolean function
representation. In this case, the cryptanalyst has to evaluate the algebraic
description of the S-boxes or the round function using the Lagrange in-
terpolation formula. A natural question is what is the e�ect of the choice
of the irreducible polynomial used to construct the �nite �eld on the
degree of the resulting polynomial. Another question is whether or not
there exists a simple linear transformation on the input or output bits of
the S-boxes (or the round function) such that the resulting polynomial
has a less degree or smaller number of non-zero coe�cients. In this paper
we give an answer to these questions. We also present an explicit relation
between the Lagrange interpolation formula and the Galois Field Fourier
Transform.

Keywords: Block cipher, cryptanalysis, interpolation attack, �nite �elds, Ga-
lois Field Fourier Transform

1 Introduction

Gong and Golomb [7] introduced a new criterion for the S-box design. Because
many block ciphers can be viewed as a Non Linear Feedback Shift Register
(NLFSR) with input then the S-boxes should not be approximated by a mono-
mial. The reason is that the trace functions Tr(�jXd) and Tr(�X) have the
same linear span. From the view point of m-sequences [10], both of the sequences
fTr(��id)gi�0 and fTr(��i)gi�0 are m-sequences of period 2n � 1. The former
can be obtained from the later by decimation d. Gong and Golomb showed that
the distance of DES S-boxes approximated by monomial functions has the same
distribution as for the S-boxes approximated by linear functions.

In [3] Jakobsen and Knudsen introduced a new attack on block ciphers. This
attack is useful for attacking ciphers using simple algebraic functions as S-boxes.
The attack is based on the well known Lagrange interpolation formula. Let R be
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a �eld. Given 2n elements x1; : : : ; xn; y1; : : : ; yn 2 R; where the xis are distinct.
De�ne

f(x) =
nX

i=1

yi
Y

1�j�n;j 6=i

x� xj
xi � xj

: (1)

Then f(x) is the only polynomial over R of degree at most n � 1 such that
f(xi) = yi for i = 1; : : : ; n. The main result in [3] is that for an iterated block
cipher with block size m, if the cipher-text is expressed as a polynomial with
n � 2m coe�cients of the plain-text, then there exists an interpolation attack
of time complexity n requiring n known plain-texts encrypted with a secret key
K, which �nds an algorithm equivalent to encryption (or decryption) with K.
This attack can also be extended to a key recovery attack.

In [4] Jakobsen extended this cryptanalysis method to attack block ciphers
with probabilistic nonlinear relation of low degree. Using recent results from
coding theory (Sudan's algorithm for decoding Reed-Solomon codes beyond the
error correction parameter[6]), Jakobsen showed how to break ciphers where the
cipher-text is expressible as evaluations of unknown univariate polynomial of low
degree m with a typically low probability �. The known plain-text attack requires
n = 2m=�2 plain-text/cipher-text pairs. In the same paper, Jakobsen also pre-
sented a second attack that needs access to n = (2m=�)2 plain-text/cipher-text
pairs and its running time is polynomial in n.

It is clear that the complexity of such cryptanalytic attacks depends on the
degree of the polynomial approximation or on the number of terms in the poly-
nomial approximation expression. In some situations, the round function or the
S-boxes of the block cipher are expressed explicitly in terms of algebraic function
(For example see [8] ), yet in many other occasions the S-boxes are expressed in
terms of their Boolean function representation. In this case, the cryptanalyst has
to evaluate the algebraic description of the S-boxes or the round function using
the Lagrange interpolation formula.A natural question is what is the e�ect of the
choice of the irreducible polynomial used to construct the �nite �eld on the de-
gree of the resulting polynomial. Another question is whether or not there exists
a simple linear transformation on the input or output bits of the S-boxes (or the
round function) such that the resulting polynomial has a less degree or smaller
number of coe�cients. In this paper we give explicit answer to these questions.
To illustrate the idea, consider the binary mapping from GF (2)4 to GF (2)4

given in the Table 1. If the Lagrange interpolation formula is applied to GF (24)
where GF (24) is de�ned by the irreducible polynomialX4+X3+1 then we have
F (X) = X+X2+7X3+15X4+5X5+14X6+14X8+2X9+7X10+9X12; X 2

GF (24). However, if we use the irreducible polynomial X4 + X + 1 to de�ne
GF (24) then we have F (X) = X3; X 2 GF (24) which is obviously a simpler
description.

An interesting observation follows when applying the Lagrange interpolation
formula to the DES S-boxes. In this case we consider the DES S-boxes output
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x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

f(x) 0 1 8 15 12 10 1 1 10 15 15 12 8 10 8 12

Table 1.

coordinates as a mapping from GF (26) to GF (2). Let f be the Boolean function
resulting from XORing all the output coordinates of the DES S-box number
four. When we de�ne GF (26) using the irreducible polynomial X6 + X5 + 1,
the polynomial resulting from applying the Lagrange interpolation formula to
f has only 39 nonzero coe�cient. The Hamming weight of all the exponents
corresponding to the nonzero coe�cients was � 3. It should be noted that the
expected value of the number of nonzero coe�cients for a randomly selected
function over GF (26) is 63. While this observation doesn't have a cryptanalytic
signi�cance, it shows the e�ect of changing the irreducible polynomial when
trying to search for a polynomial representation for cipher functions.

2 Mathematical background and de�nitions

For a background about the general theory of �nite �elds, the reader is referred
to [1] and for a background about �nite �elds of charachteristic 2, the reader is
referred to [2].

Most of the results in this paper can be extended in a straightforward way
fromGF (2n) to GF (qn). Throughout this paper, we use integer labels to present

�nite �eld elements. I.e., for any element X 2 GF (24), X =
Pn�1

i=0
xi+1�

i; xi 2
GF (2) where � is a root of the irreducible polynomial which de�nes GF (2n), we

represent X by
P

n�1

i=0
xi+12i as an integer in the range [0; 2n�1]. The associated

addition and multiplication operations of these labels are de�ned by the �nite
�eld structure and have no resemblance to modular integer arithmetic.

De�nition1. A polynomial having the special form

L(X) =
tX

i=0

�iX
2
i

(2)

with coe�cients �i from GF (2n) is called a linearized polynomial over GF (2n).

De�nition2. A cyclotomic coset mod N that contains an integer s is the set

Cs = fs; sq; : : : ; sqm�1g (mod N ) (3)

where m is the smallest positive integer such that sqm � s (mod N ).
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Lemma3. Let A be a linear mapping over GF (2n), then A(X); X 2 GF (2n)
can be expressed in terms of a linearized polynomial over GF (2n). I.e., we can

express A(X) as

A(X) =
n�1X

i=0

�iX
2
i

(4)

Lemma4. Let �1; �2; : : : ; �t be elements in GF (2n). Then

(�1 + �2 + : : :+ �t)
2
k

= �2
k

1
+ �2

k

2
+ : : :+ �2

k

t (5)

Lemma5. The number of ways of choosing a basis of GF (2n) over GF (2) is

n�1Y

i=0

(2n � 2i) (6)

3 Lagrange coe�cients, Galois Field Fourier Transform

and Boolean functions

3.1 Relation between the Galois Field Fourier Transform and the

Lagrange coe�cients

In this section we give an explicit formula for the relation between the Lagrange
Interpolation of F and the Galois Field Fourier Transform of its corresponding
sequence. Besides its theoretical interest, the cryptographic signi�cance of this
relation stems from the view point of Gong and Golomb [7] where they model
many block ciphers as a Non Linear Feedback Shift Register (NLFSR) with
input.

Let v = (v0; v1; : : : ; vl�1) be a vector over GF (q) whose length l divides
qm � 1 for some integer positive m. Let � be an element of order l in GF (qm).
The Galois �eld Fourier transform (GFFT) [11] of v is the vector F(v) = V

= (V0; V1; : : : ; Vl�1) where fVjg are computed as follows.

Vj =
l�1X

i=0

��ijvi; j = 0; 1; : : : ; l � 1: (7)

The inverse transform is given by

vi =
1

l

l�1X

j=0

�ijVj; i = 0; 1; : : : ; l � 1: (8)

In the literature, � and ��1 are swapped in the equations above. Since � and
��1 have the same order, we may use the form presented here. We use this form
in order to make it easy to compare with the polynomial representation. For the
purpose of our discussion, we will consider the case with q = 2n, m = 1 and
l = 2n � 1. For a detailed discussion of the general case relation between the
Lagrange Interpolation formula and the GFFT, the reader is referred to [13].
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Theorem6. Let F (X) =
P2n�1

i=0 biX
i be a function in GF (2n) with the corre-

sponding sequence v = (v0; v1; : : : ; v2n�2) where vi = F (�i); i = 0; 1; : : : ; 2n � 2
and � 2 GF (2n) has order 2n � 1. If F (0) = 0 then we have

bi =

8<
:
0 if i = 0
Vi if 0 < i � 2n � 2;
V0 if i = 2n � 1;

(9)

Proof: For functions in GF (2n), the Lagrange interpolation formula can be
rewritten as

F (X) =
2n�1X
i=0

biX
i =

X
�2GF (2n)

F (�)(1 + (X + �)2
n

�1); (10)

where

bi =

�
F (0) if i = 0;P

�2GF (2n) F (�)��i if 1 � i � 2n � 1
(11)

Equation (7) can be written as

Vi =
2n�2X
j=0

��ijvj =
2n�2X
j=0

��ijF (�j) =
X

�2GF�

��iF (�); (12)

where GF � = GF (2n) � f0g. With the convention 0t = 1 for any integer t, if
F (0) = 0, then X

�2GF�

��iF (�) =
X

�2GF (2n)

��iF (�): (13)

From Equation (11) and (12) we get

bi = Vi; 0 < i � 2n � 2: (14)

The result for i = 2n � 1 follows by noting that

V0 =
X

�2GF�

F (�); (15)

and
b2n�1 =

X
�2GF (2n)

F (�)��(2
n

�1) =
X

�2GF (2n)

F (�) = V0 (16)

which completes the proof.
If F (0) 6= 0, then we can compute its polynomial representation by �rst

computing the polynomial representation of the function G, where G(X) = 0

for X = 0 and G(X) = F (X) otherwise. If we assume that F (X) =
P2n�1

i=0 diX
i

and G(X) =
P2n�1

i=0 biX
i and by noting that we can express F (X) as

F (X) = G(X) + F (0)(1 +X2n�1); (17)

then we have

di =

8<
:
F (0) if i = 0;
bi if 0 < i < 2n � 1;
b2n�1 + F (0) if i = 2n � 1;

(18)
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3.2 Relation between Boolean functions and its Galois �led

polynomial representation

Let F2 = GF (2) and F
(n)
2 = fx1; : : : ; xnjxi 2 F2g. Let f(x1; : : : ; xn) be a func-

tion from Fn
2 to F

(n)
2 . Then f(x1; : : : ; xn) can be written as f(x1; : : : ; xn) =

(y1; : : : ; yn), where yj is a Boolean function in n variables, i.e., yj = yj(x1; : : : ; xn).

Since F
(n)
2 is isomorphic to GF (2n), then f(x1; : : : ; xn) can be regarded as a

function F from GF (2n) to GF (2n).
It is well known that applying a linear transformation to a function f doesn't

change its nonlinear degree. It is also known that the nonlinear degree of the
function f(X) = Xd is wt(d). The following theorem illustrates the e�ect of
applying a linear transformation to the output coordinates of f on the coe�cients
of its corresponding polynomial.

Theorem7. Let F (X) = Xd be a function of GF (2n) which corresponds to

the Boolean mapping f(x1; : : : ; xn) = (f1(x); : : : ; fn(x)) over F
(n)
2 . Then the

function G(X) corresponding to the Boolean mapping obtained by applying a

linear transformation to the output coordinates of f(x1; : : : ; xn) can be expressed

as G(X) =
P2n�1

i=0 biX
i, where bi = 08i 62 Cd and Cd is the cyclotomic coset

(mod 2n � 1) .

Proof: Using Lemma 3, G(X) can be expressed as

G(X) =
n�1X

i=0

(aiF (X))2
i

=
n�1X

i=0

(aiX
d)2

i

=
n�1X

i=0

a2
i

i X
d2i : (19)

The Theorem follows directly by noting that Xd2i = X(d2i)mod(2n�1) for X 2
GF (2n).

Similarly, one can show that if F (X) =
P

i2I aiX
i, then G(X) =

P
j2J bjX

j

where J is the set of cyclotomic cosets modulo 2n � 1 corresponding to the set
I.

Example 1. Consider the Boolean mapping f(x) in the Table 2. AssumingGF (24)

x 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
f(x) 0 1 4 5 9 8 13 12 15 14 11 10 6 7 2 3
g(x) 0 2 4 6 10 8 14 12 15 13 11 9 5 7 1 3

Table 2.

is constructed using the irreducible polynomialX4+X3+1, we have F (X) = X2.
Let g(x) be the function obtained from f(x) by swapping the least signi�cant
bits of the output. I.e., g(x1; x2; x3; x4) = (f1(x); f2(x); f4(x); f3(x)), then we
have G(X) = 2X + 10X2 + 6X4 + 12X8.
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The following theorem illustrates the e�ect of applying a linear transforma-
tion to the input coordinates of a given Boolean function on the coe�cients of
its corresponding polynomial.

Theorem8. Let F (X) = Xd be a function of GF (2n) which corresponds to the

Boolean mapping f(x1; : : : ; xn) = (f1(x); : : : ; fn(x)) over F
(n)
2 . Let G(x) be the

function which corresponds to the Boolean mapping obtained by applying a linear

transformation to the input coordinates of x1; : : : ; xn while �xing f(x1; : : : ; xn).

Then G(X) can be expressed as G(X) =
P2n�1

i=0 biX
i, bi = 0 for wt(i) > wt(d),

where wt(d) denotes the Hamming weight of d.

Proof: Using Lemma 3, G(X) can be expressed as

G(X) = (
n�1X

i=0

ciX
2i)d (20)

Let d =
Pn�1

j=0 dj2
j and let J denote the set fj1; : : : ; jsg; s = wt(d), for which

dj = 1. Then we have

G(X) =
Y

j2J

(
n�1X

i=0

ciX
2i+j

) (21)

= (
n�1X

i1=0

ci1X
2i1+j1

)(
n�1X

i2=0

ci2X
2i2+j2

) : : : (
n�1X

i1=0

cisX
2i1+js

) (22)

=
X

i1;i2;:::;is

ci1ci2 : : : cisX
2i1+j1+2i2+j2+:::+2is+js

(23)

The Theorem follows by noting that wt(2i1+j1 + : : :+ 2is+js) = s � wt(d).
Let W = maxi2I wt(i). Then one can show that if F (X) =

P
i2I aiX

i, then
G(X) =

P
j2J bjX

j where J is the set of elements with Hamming weight � W .

The following theorem illustrates the e�ect of changing the irreducible poly-
nomial used to construct the �nite �eld on the coe�cients resulting polynomial.

Theorem9. Let F (X) be a function of GF (2n) which corresponds to the Boolean

mapping f(x1; : : : ; xn) = (f1(x); : : : ; fn(x)) over F
(n)
2 using irreducible R1. Then

the function G(x) which corresponds to the boolean mapping f(x1; : : : ; xn) and

constructed using a di�erent irreducible polynomial R2 6= R1 can be expressed as

G(X) = L(F (L�1(X))); (24)

where L is an invertible linear transformation over GF (2n).
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Proof: Consider the �nite �eld generated by an irreducible polynomialR1(X). In

this case, GF (2n) = F2[X]=(R1(X)) = f
Pn�1

i=0 ciX
ijci 2 F2g where the multipli-

cation is performed by modulus R1(X). Then every element in the �eld can be

expressed as
Pn�1

i=0 ai�
i where ai 2 GF (2) and � is a root of R1(X). Similarly,

if the �eld was generated using an irreducible polynomial R2(X). In this case,

GF (2n) = F2[X]=(R2(X)) = f
Pn�1

i=0 ciX
ijci 2 F2g where the multiplication is

performed by modulus R2(X). In this case, every element in the �eld can be

expressed as
Pn�1

i=0 bi�
i; bi 2 GF (2) where � is a root of R2(x). However, we can

express �i as

�i =
n�1X
j=0

aj�
j; aj 2 GF (2); 0 � i < n: (25)

This means that we can write G(X) = L(F (L�1(X)) where L(:) is the linear
transformation used to convert between the � and the � basis.

From the theorem above changing the irreducible polynomial is equivalent to
applying a linear transformation to both the input and the output coordinates,
and hence we have the following corollary

Corollary 10. Let F (X) =
P

i2I
aiX

i be a function of GF (2n) which corre-

sponds to the Boolean mapping f(x1; : : : ; xn) = (f1(x); : : : ; fn(x)) over F
(n)
2

using irreducible R1. Let the W = maxi2I wt(i). Then the function G(x) cor-

responds to the boolean mapping f(x1; : : : ; xn) and constructed using a di�erent

irreducible polynomial R2 6= R1 can be expressed as

G(X) =
X
j2J

bjX
j ; (26)

where J is the set of elements with Hamming weight � W .

Example 2. Consider the Boolean function described in Table 3.

x 0 1 2 3 4 5 6 7

f(x) 0 1 3 4 5 6 7 2

Table 3.

Using the irreducible polynomialX3 +X2 +1 with root �, we have F (X) =
2X + 2X2 + 3X3 + 4X4 +X5 + 7X6. Now, consider the irreducible polynomial
X3+X +1 with root �. One can prove that � = �3. Thus we have the following
linear transformation

0
@

1
�
�2

1
A =

2
4
1 0 0
1 1 0
1 0 1

3
5
0
@

1
�
�2

1
A (27)
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Applying this linear transformation to both the input and the output of the truth
table we get L�1(x)andL(f(x)) in Table 4. Interpolating the relation between
L�1(x) and L(f(x)), we get L(F (X)) = (L�1(X))3.

x 0 1 2 3 4 5 6 7
L�1(x) 0 1 3 2 5 4 6 7

f(x) 0 1 3 4 5 6 7 2
L(f(x)) 0 1 2 5 4 6 7 3

Table 4.

To summarize the results in this section, a linear transformation on the out-
put coordinates a�ects only the coe�cients of the exponents that belong to the
same cyclotomic cosets of the exponent in the original function representation.
A linear transformation on the input coordinates or changing the irreducible
polynomial a�ect only the coe�cients of the exponents with Hamming weight
less than or equal to the maximumHamming weight of the exponents in original
function representation.

4 Checking algebraic expressions for trap doors

In [5] the authors presented a method to construct trap door block ciphers which
contains some hidden structures known only to the cipher designers. The sam-
ple trapdoor cipher in [5] was broken [12] and designing practical trape door
S-boxes is still an intersting topic. In this section we discuss how to check if the
S-boxes or the round function has a simple algebraic structure. In particular, we
consider the case where we can represent the round function or the S-boxes by a
monomial. The number of invertible linear transformations grows exponentially
with n. Using exhaustive search to check if applying an invertible linear trans-
formation to the output and/or the input coordinates of the Boolean function
f(x1; : : : ; xn) = (f1(x); : : : ; fn(x)) leads to a simpler polynomial representation
becomes computationally infeasible even for small values of n. In this section we
show how to check for the existence of such simple description. Note that we only
consider the case of polynomials over GF (2n). S-boxes with a complex algebraic
expression over GF (2n) may have a simpler description over other �elds.

4.1 Undoing the e�ect of a linear transformation on the output

coordinates

First, we will consider the case of a function G(X) obtained by applying a
linear transformation of the output coordinates of a monomial function Xd. The
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algebraic description of such a function will have nonzero coe�cients only for
exponents 2 Cd (mod 2n � 1). Thus G(X) is expressed as

G(X) =
2n�1X
i=0

biX
2id; (28)

bi = 0 if i =2 Cd. A linear transformation of the output coordinates of G(X) can
be expressed as

L(G(X)) =
n�1X
j=0

aj(
2n�1X
i=0

biX
2id)2

j

(29)

=
n�1X
j=0

aj

2n�1X
i=0

bi
2jX(2i+j )d (30)

By equating the coe�cients of Xi to zero except for i = d, the above equation
forms a system of n� n linear equations (with unknowns a0

is 2 GF (2n) ) which
can be checked for the existence of a solution using simple linear algebra.

Example 3. Let G(X) = 2X + 10X2 + 6X4 + 12X8; X 2 GF (24) constructed
using the irreducible polynomialX4+X3+1, Suppose we want to check if there
exists a linear transformation on the output coordinates of G(X); L(G(X)) such
that the resulting polynomial has only one term with degree 2. Using the theorem
above, form the set of 4� 4 linear equations over GF (24) we get:

2
664
b0 b

2
3 b

4
2 b

8
1

b1 b
2
0 b

4
3 b

8
2

b2 b
2
1 b

4
0 b

8
3

b3 b
2
2 b

4
1 b

8
0

3
775

0
BB@
a0
a1
a2
a3

1
CCA =

0
BB@
0
1
0
0

1
CCA ; (31)

For G(X) above we have b0 = 2; b1 = 10; b2 = 6; b3 = 12. Thus

2
664

2 6 7 11
10 4 13 12
6 11 9 7
12 13 10 14

3
775

0
BB@
a0
a1
a2
a3

1
CCA =

0
BB@
0
1
0
0

1
CCA (32)

Solving for ai's we get

0
BB@
a0
a1
a2
a3

1
CCA =

0
BB@
10
6
12
2

1
CCA (33)

and L(G(X)) = 10G(X) + 6G(X)2 + 12G(X)4 + 2G(X)8 = X2
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4.2 Undoing the e�ect of a linear transformation on the input

coordinates

Consider a function G(X) obtained by applying a linear transformation to the
input coordinates of a monomial function Xd. The algebraic description of such
a function will have zero coe�cients for all exponents with Hammingweight > d.
Thus G(X) is expressed as

G(X) =
2
n

�1X

i=0

biX
i; (34)

bi = 0 if wt(i) > d

A linear transformation of the input coordinates of G(X) can be expressed
as

L(G(X)) =
2
n

�1X

i=0

bi

n�1X

j=0

(ajX
2
j

)i (35)

If one tries to evaluate the above expression and equate the coe�cients to the
coe�cients of a monomial, then one has to solve a set of non linear equations
with unknowns aj ; j = 0; 1; : : : ; n� 1.

To overcome this problem, we will reduce the problem of undoing the e�ect
of a linear transformation on the input coordinates to undoing the e�ect of a
linear transformation on the output coordinates.

Consider G(X) obtained by a linear transformation on the input coordinates
of F (X). Then G(X) = F (L(X)). Thus we have G�1(X) = L�1(F�1(X)). If
F (X) is a monomial, then F�1(X) is also a monomial and our problem is reduced
to �nding the linear transformation L�1 on the output coordinates of F�1(X)
which is equivalent to solving a system of linear equations in n variables.

Example 4. Consider the function G(X) = 8X2 + 9X3 +X4 + 11X5 + 14X6 +
X7 + 12X8 + 2X9 + 9X10 + 4X11 + 11X12 + 14X13 + 14X14

2 GF (24) where
GF (24) is constructed using the irreducible polynomial X4 + X3 + 1. In this
case, we have G(X)�1 = 5X7 + 5X11 + 11X13 + 15X14. In this case, we have
60 linear transformations on the output coordinates of G�1(X) that will map
it to a monomial of exponent with weight 3. Out of these 60 transformations,
we have 15 linear transformations such that L(G�1(X)) = aX13; a 2 GF (24).
In particular, the linear mapping L(X) = X + 14X2 + 9X4 + 14X8 on the
output bits of G�1(X) reduces G�1(X) to X13, i.e., L(G�1(X)) = X13 and
hence G(X) = (L(X))7.

Undoing the e�ect of changing the irreducible polynomial corresponds to undoing
the e�ect of a linear transformation on both the input and the output coordinates
which seems to be a hard problem. The number of irreducible polynomials of
degree n over a �nite �eld with q elements is given by

In =
1

n

X

djn

�(d)qn=d; (36)
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where �(d) is de�ned by

�(d) =

8<
:

1 if d = 1;

(�1)
k
if d is the product of k distinct primes;

0 if d is divisible by the square of a prime:
(37)

Since the dominant term in In occurs for d = 1, we get the estimate

In �
qn

n
(38)

Thus for typical S-box sizes, exhaustive search through all the set of (2n=n)
irreducible polynomials seems to be a feasible task.
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