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Abstract. We investigate the possible organisations emerging from an artificial
chemistry (AC) of colliding moleculesin a well stirred reactor. The molecules
are generated from 7 basic components (atoms), each with a different behavior.
After discovering two main types of organisations (metabolic 0. and balanced
0.), we deepen our analysis by studying their behavior over time. The phases
they pass through and their stability with respect to an externa influx of
random information are examined. We notice that no organisation seems to be
totally stable over time, yet metabolic organisations pass through a growth
phase with a much higher stability. Lastly we observe how the different phases
are triggered by the presence or absence of particular atoms.

I ntroduction

The last years have seen a growing interest for systems where different elements
interact to generate new elements, often different from the ones previously present.
Those systems, aso known as Artificial Chemistries, have been used to model
biological, chemical , ecological and social systems. The revolutionary importance of
these systems, in comparison to previous linear or non-linear ones, liesin the fact that
it is impossible to study them with the method of differential equations. This
impossibility and its relevance has been clearly noticed by Fontana and Buss in
[Fontana and Buss, 1996].

If we consider S to be the space of all possible elements which can be generated
by an Artificial Chemistry , and P(S) the space of al possible subsets of S, we can see
that some of those subsets hold two key properties, (1) the property of being a self-
maintaining set of elements, and (2) the property of being a closed set of elements. A
self-maintaining set of elements is a set where each element can be generated by the
interaction of the elements of this set, while a closed set is a set whose elements, as
they interact, cannot generate anything external to the set itself. A set which is both
self-maintaining and closed is called an organisation. Organisations are a central
concept in the field of Artificial Chemistries since they represent points of no return
in the space of the possible states of the system. When a system reaches an
organisation, it can only remain similar to itself, or devolve into a sub-organisation.

All this has already been investigated in [Fontana and Buss, 1993] [Ikegami and
Hashimoto, 1996][Dittrich and Banzhaf 1998][Speroni at a, 2000]. Here we wish to
address the question what happens if new elements which are not part of the already
existing organisation are inserted into the system. Clearly, sometimes the system will



return to the original organisation again. In ather cases, it will adapt to a more
complex organisation, and sometimes it will passthroughatransition ptese and reath
a different organisation altogether. We ae thus gudying the stability of the generated
organisations resped to an external influx of elements. To study this question we use
a system based oncombinators [Hind ey and Seldin, 1986, [ Speroni, 2000.

The System

Our Artificial Chemistry keeps a finite number of basic dements (atoms) which
interad to generate combined elements (moleaules). The behavior of the system is
heavily dependent on the set of atoms which are available & certain moments. Since
some organisations tend to consume more and more of the same @oms, they often
prepare the right environment for the next organisation to arise. More specificdly, in
our system we ollide dgebraic dgebraic structures cdled combinators to generate
new combinators. The space of combinators has the following qudlities: (1) It is
infinite, (2) ead combinator diredly represents a different operator, (3) every
possble operator from the spaceof strings to the spaceof strings is present and (4)
eat combinator (in its normal form) can be expresed using a finite set of basic
elements.

Table 1. The seven basic combinators C, R, W, B, I, S, K. s, represents the rest of the string. s,
can be equal to O or to an arbitrary string.

Atom | Applied Atom | Reduced string | Atom | Applied Atom | Reduced string

c C XXX S~ X1X3Xz S I | XS — XS

R RxX,s - X8 X, S SXXX, § = XX (X Xs) S,
W WXX, 8 - XXX, S K KXX, S, — X, S,

B B X,X,X, S, — X,(XX,) S,

Combinators

Each combinator is a string o symbols with balanced parentheses. Each symboal
represents an operator that can be gplied to the subsequent elements of the string. In
our experiments we used 7 lesic operators. B, C, K, I, R, S and W. This st of
operators contains two dgjointed bases of the spaceof al possble cmbinators: B, C,
K, W, andK, S, |. Each base can generate every passble aombinator. Thus, elements
of one base might be expressed as combinators of the other base. Some redundancy
will therefore be present in the solutions. The seventh combinator, the ‘R’ has been
spedficdly designed to permit combinators to release independent sub-units (see
results edion). Each combinator can be seen as a simple Lisp program, which uses
the other programs (as data) to generate new programs.

Eadh set of parentheses‘(*,’ )’ encloses a sub-combinator. Each sub-combinator isa
combinator in its own right and as such part of the longer combinator. Also ead sub-
combinator can hdd ather sub-combinatorsinside, as a set of parentheses can enclose
other setsinside‘( () () ). In Table 1 al operators, from here on cdled atoms, and



their effed on the subsequent elements can be seen. Each element X, can be dther an
atom or a sub-combinator. If it isa sub-combinator it will be copied atogether (by the
atoms W and S), destroyed atogether (by the @om K) or released altogether (by the
atom R).

When we write a @mbinator, some parentheses can be mnsidered useless These
might be diminated, in particular, any set of parentheses with only one or no element
inside (example, ‘()" ,(K)' ). Also parentheses which start a cmbinator or a sub-
combinator can be diminated. For instance, (S(1)((K)K)) can be written as SI(KK).

Reduction Operation and Normal Form Let us consider one mmbinator. By
applying its atoms as operators to the rest of the dements, we move from one
combinator to anather. This operation is cdl ed reduction. Each combinator codes for
an operator from the spaceof strings with parenthesisin itself. Each operator can be
coded in infinite ways with combinators. When we reduce one combinator to ancther,
througha reduction, the cded operator does not change. An example will clarify this.

If ‘&, ‘b’ and‘x’ are combinators, with ‘a and ‘b’ being ore the reduced form of
the other (‘a>’'b’) then ‘a*'x’>'b’*'x’. In our model we cnsider the list of the
operators (the moleaules) present at a cetain time, regardlessof the particular coding
with which they were aeaed.

When combinators are reduced, they move from being represented by ore string to
being represented by ancther. Sometimes a ambinator reades aform from which no
reduction ogeration is applicable. Those strings are cdled the normal form of the
combinator. Not al combinators have anorma form, yet an important theorem in
combinator theory dedares that if a combinator posesss a normal form, thisformis
unique. It is not esential in which order the aoms are reduced, if a normal form
exigts, thisisunique and it is always posshble to read it [Hindley and Seldin, 198§ .

In our system we ansider only combinators that possessa normal form and we
store combinatorsin their normal form. When two combinators interad they generate
a new combinator and the reduction process sarts. A necessry condtion for the
result to be accetableisto read anormal form in lessthan ‘Max_Time' steps.

The Artificial Chemistry

Our system contains a few hundeds of elements in awell stirred reador, from now
on cdled the soup. Those dements interad with ead other and generate other
combinators, posshly different from both readants. In ou system we do nd keep the
number of elements fixed. Insteal, the number of elements released from the readion
processcan vary, depending onthe dements involved. What is kept constant, though
is the number of available @aoms. Each type of atom exists only with a few copies.
Beside the soup we keep a registry (cdled pool) of the available aoms which are
suppcsed to float in the soup. Every time areadion takes place the generated
combinators consume doms from the pod, while when the readants are destroyed
their atoms are alded to the pod. If there ae not enoughatoms in the pod or any of
the dements does nat reath a normal form in a predefined number of steps, the
readion is considered elastic in this environment, and the original combinators are
retained instead.



When two elements of the soup collide their reaction generates a multiset of new
elements. In aformal way we can write thereaction in the following form:

A*b>a(b)>c,...c, )

with ab,c,,...,c, combinators.c, is then the direct result of the normalisation process of
arb, whilec,,...,c, are the other elements that are released in the operation.

We now present a short example for illustration purposes. Let two elements be:
WR and (SKI1). If we apply the first to the second we reach WR(SKI) which can be
reduced to R(SK1)(SK1), then to SKI releasing a separate copy of SKI.

WR* SKI->WR(SK1)>R(SKI)(SK1)>SKI, SKI 2

In our system we measure the time in physical and biological generations. If
NMolecule are present at a certain time then, after each interaction, the physical
clock will be advanced 1/NMolecule generations, while the biological clock will be
advanced by the same quantity, only after non elastic interactions.

The Influx We provide the system with a continuous influx of random information.
Each physical generation, with a probability P, depending upon the number of
existing molecules, we randomly assemble a new molecule to be inserted into the
soup. The molecule is assembled from the elements of the pool, so the total amount of
atoms in the soup remains constant. P, (NMolecules) is an exponential function with

P.(NMolecules) = 1 for NMolecule = MinNMolecules (3)
and
P.(NMolecules) =0.5  for NMolecule = HalfProbMolecules 4

The influx function in this contribution is different from the influx function presented
in [Speroni, 2000] and this explains some of the differences in the behaviour of the
generated organisations. In order to generate a random molecule we pick each atom
with a probability of 1/9", open a parenthesis with a probability of 1/9" and close one
with the same probability. If we close a parenthesis that has never been opened the
combinator is terminated. If an atom which is not present in the pool is required the
combinator is aborted and a new oneistried. After acombinator has been constructed
it is reduced to its normal form and the resulting combinator is inserted into the soup
provided normalisation is possible.

The K, R Atom and the Outflux A seemingly small difference from the previous
model [Speroni, 2000] is the presence of two molecules which eliminate sub-
combinators. Both the K and the R eliminate sub-combinator from a molecule. The
first totally eliminates it (re-splitting it into atoms), while the second releases it as a
separate component. In the previous model only one was present (called K, but
working as R here, releasing the sub-element). In that situation, if a molecule was



asembled, the only way to disassemble it was by applying this moleaule to ather
moleaules. Yet some moleaules just would nad normalise into shorter form. And as
more and more moleaules would be frozen in this gate, the system would stop. Asa
consequence, that system neaded a constant outflux.

In the present system, the need to get rid of bulky moleaulesis nat solved for the
system. We leave such job asaproblem to be solved by the gppeaing aganisations.
And (aswe shall seg it isajobthey happen to solveredly well.

Results:

We asked ou system few simple questions:

1. What are the passble organisations readable?

2. Can those organisations be divided into broader caegories?

3. Once the system has found an organisation, how stable is uch a solution with
resped to arandam influx of information?

4. Does guch stability depend onthe type of organisation?

Because of the universal charaderistics of the spacewe ae working with, many
organisations are possble. Interestingly, many of them also sean to be accesble to
the system (an organisation could be present in the spaceof al the pasgble ones, but
be too complex to be found. We made 150 runs with parameters. operation type
A°B>A(B), atoms used al 7. Number of atoms 2000 d ead type.
MinNMoleaules=50, HalfNMoleaules 300, no ouflux, no mutation, MaxTry=1000Q
MaxLength=100, MaxDepth=20. Starting number of randamly generated moleaules
300 Length of the experiment 10000 gneration. We then made 26 esperiments with
the same parameters, but length of the experiment 30000

Eadh runisthen much longer than the runsin the previous work (10000and 30000
generations, compared to the 1000 d [Speroni, 200Q). The first interesting
observation is that no organisation seems to be totally stable. Some experiments
readed an organisation, kept it for many thousand generations, then urexpededly
switched to a different one. So far, however, we were not able to gather enough dta
to chedk whether there is a power law distribution between size and frequency of
extinction events of moleaules.

Two types of organisation have been olserved, metabolisms, and balanced
organisations. Other organisations could be possble & well, but due to the cnstant
influx with which we fed the system, only relatively stable organisations could be
noticed in the experiments.

M etabolism

Metabolisms are particular organisations that were recognised and presented for the
combinator system in [Speroni, 200q. Here, we keep the definition o metabolism
given in [Bagley and Farmer, 1997: "A metabolism takes in material from its envi-
ronment and ressemblesit in order to propagate the form of the host organism...”.
Thaose organisations gained their name by their ability to ‘use’ external elements
asinpusto grow, while being ureble to increase their size withou an external influx
of elements. As they grow those metabolism preserve their digital form: elements



present in them, and quantitative relations between them. In the ealier work, the
influx of elements would stop after 300 elements were present. Here, the influx
follows an exporential law and is never totally absent. For this reason the global
behavior of the new metabadlism is now qualitatively different. Metabolisms in our
system have some unique feaures that makes them easy to remgrise. They have,
usualy, a small number of different elements, sometimes just one or two, and their
interadion daesn’t lead to the generation d more dements of the same kind.

An example of a simple metabolism would be asingle dement ‘a which, applied
to itself, generates two copies of itself

ara>aa (5)

So two elements would be flowing into the readion and two elements would be
flowing ou of it. And the dements are the same so the compasition o the soupis not
changed. Yet if we observe the system after some time we natice an increase of ‘&
elements. How can this happen?

The reason lies in the external randam elements that we regularly insert. In fad,
many times thase dements give rise to pathways which end upwith the production o
more dements of the metabodlism. An example will clarify this. Suppcse that the
moleaule Sisthrown into the soup.

Sfa>Sa (6)
Sa*a>Saa (7
Saga>adag—>aaaa (8)
So the whole readion was
S*3a>4a )

Readions like this happen very often and the net result is an increase of elements
of the metabdlic type in the soup. On the other hand, not al moleaules inserted
generate pathways that lead to the release of a's. Sometimes the moleaules just gets
bigger and bgger, soon readting the physicd limits imposed onthe dimension d a
possble molealle (as one of the system parameters). When this happens, the
moleaule will just remain present in the soup withou being able to participate in any
further readion. This ®mndtype of readionsis, in general, relatively rarer, and ony
some aoms gets frozen aslongmoleaules.

The Active Phase and its Stability. A metabolism will, in general, have various
possble phases. The first is always the active phase. Here the number of moleaules of
the system tends to increase @& new molealles are randomly inserted. Some junk
moleaules are generated, too, but don't, normally, interfere with the process During
this phase we can ndice a onstant increase in the number of moleaules, a stability in
the number of different moleaules, adeaeasein entropy, nealy noinnovativity, anda
constant deaease in the free @aoms in the pod. The number of atoms will tend to
deaease following a predse relation between the various types of atoms. Once one of
the aom types istotally consumed this phase ends and the resting phase begins.

In an adive metabadlism no inserted moleaule seems to be &le to push the system



into ancther organisation. Each randamly inserted moleaule is ‘ digested’ before it can
harm the organisation. Digested moleaules end up either being moleaules of the
metabalism or junklongmoleaules, unable to read.
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Fig. 1. Example of ametabolismin its adive phase.

In some rare cae the situation is reverted if a particularly ‘harmful’ moleaule is
inserted. Once this happens the metabolism starts loosing elements. In general,
elements that revert the metabolism are dements that are ale to destroy ather
moleaules withou being destroyed (or modified) themselves, for instance of the form
‘b’ such that b*x—=>'b’. Often a metabolism (espedaly in its first adive phase) istoo
simple to ded with those moleaules. If this happens the system shrinks in size Once
the number of elements drops to lessthan 50moleaules (MinNMoleaules), many new
moleaules dart to be inserted into the soup. New readions begin to happen and the
system will enter a transition phase. From here it might revert bad to the old
metabolism (with the dangerous moleaule being removed from the scene by the flood
of new moleaules), to ancther metabalism, or to atotally diff erent organisation. Even
in this latter case we don't have an abrupt transition to a new organisation, but rather
first a shift to a different phase. In a futuristic picture were such organisation is man-
made, and performing a particular task, it would be posshle to invoke some
corredion operation before the system gets out of control.

Even if no dangerous moleaule is inserted, the genera behaviour of a metabaolism
is diredly linked to the moleaules of the influx. In ou standard example eab
moleaule has doule the probability to contain a growing atom (S or W) than to
contain a shrinking ore (K). In ancther experiment no W were dlowed and
metabolisns were very rare. Moreover, those metabolisms did na grow
monaonicdly, but instead behaved asin arandamn walk in the number of moleaules.

Rest-Post Metabolic Cloud. In a limited medium a metabolism canna grow for
ever. Once 4 least one of the @om types is exhausted, the metabolism passes from
the adive phase to the resting plese. In this £ond plase dements are till i nserted
and the metabalism tries to transform them asit did before. Yet, since there ae not
enoughfree @oms in the pod, many transformations sop helfway. Recdl that eat



interadionto be acceted needs to read a normal form on every moleaule generated.
Yet in order to ‘digest’ a moleaule many separate readions are usually necessary,
making it possble for the processto stop helfway. If this happen many new moleaules
are generated, the diversity and entropy increases and many new readions are tried
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Fig. 2. Transition from adive to resting phese. On the left entropy, on the right diversity and
Number of C Atoms. Both entropy and dversity increase & one of the aom typesis exhausted.

Balanced Organisation

We cdl balanced organisations closed self-maintaining sets which do nd need
external input to grow. They, too, metabdlise external elements, but instead of using
their adive comporents to grow (as the metabaolism does with the ‘S’ elementsin the
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previous example), they just split them up into their atomic comporents, then read
bad for the dements in the pod to grow. The adility to ‘split up’ comporents,
unused in metabolic organisations, is new to thisversion d the system, and presented
in ‘the K,R atom and the outflux' paragraph. Balancedorganisations often hdd two
types of moleaules, molealles which buld and moleailes which destroy. The
dynamic balance between these two types permits the organistion to buld itself
continuowsly and to efficiently destroy the influx elements which could destabili se
such balance

Thiskind d organisation tends to fluctuate aounda particular average value with
a arrespondng standard deviation. Balanced organisations are not totally stable
either, and the system will often percolate to a new organisation being sometimes a
balanced organisation, sometimes a metabali sm.

The Space of Organisations

A complementary pant of view to this dynamic picture is instead to trak the
movement of the system in the space of al possble organisations. Such a space
spanned by all passble organisations and their relations of intersedion n and urion
O generates a lattice [Speroni at al, 200Q. Every set of elements ‘S uniquely defines
an organisation O, Every time we intersed two organisations we uniquely define
another organisation, the biggest organisation contained in the intersedion. Every
time we unite two organisations we, again, uniquely define an organisation, the
small est organisation generated bythe union o the two sets. The operation o unionis
particularly important in our case, since every time we insert a new element into an
existing aganisation we patentially push it towards a larger organisation. As the
system changes in time, its change can be observed as a movement in this lattice of
organisations.

Conclusion

As we study spedfic atificial chemistries more and more properties em to emerge.
We studied a model which used as elements moleaules made up d 7 types of basic
‘atoms’. We have observed that many organisations are possble, yet none seems
totally stable with resped to an externa influx of randam elements. We discus=d
how a particular kind d organisation, metabolism, uses sich an influx. Aslongasitis
able to transform the dements of the influx, it is able to keep itself relatively stable,
while @& onas the influx getstoo large or the organisation is unable to transform it
any more, it is destabilised. We observed that often the exhaustion d one or more
basic a&omic types was able to push the system into a diff erent organisation.

The field of artificial chemistries is gill a quite young subfield of artificial life.
Applications are sporadic & best. Yet the numerous natural examples of systems
which contain dfferent interading elements ®em to suggest vast posshiliti es of
applicaion. All too dten well planned systems based on few predse cmporents
seem unable to cope with the enormous variety of forms that nature provides, and end
up keing wed under very limited work condtions only. The study o Artificia
Chemistries, on the other side, of their metabolic organisations and feaures like



stability could permit to organise vast changes in the world that would otherwise be
impassble to oltain. If thosetods are developed it will be important to Slow down to
the point of being able to use them with wisdom, being able to use them for entire
humanity more than for a seleded group d people, for the whole nature more than
only for human beings.
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