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Abstract. This paper attempts to suggest an infrastructural framework for the 
design and development of an agile supply chain system which is characterized 
by its ability to cope with unprecedented changes related to the management of 
suppliers and the flow of parts within the value chain of the entire production 
network. In particular, a virtual agent modeling approach, which provides the 
adaptive and predictive capability to meet the requirements of this agile system, 
is proposed. The infrastructure of this agile supply chain system highlights the 
deployment of virtual agents, which are basically intelligent functional objects 
emulating the behavior of human beings with relatively high adaptability. The 
significance of contribution of this paper is concerned with the suggestion of an 
infrastructural framework, which is able to enhance the agility as well as 
adaptability of value-added activities in a supply chain, thereby providing more 
alternatives and ideas for those researchers who are interested in this field of 
study. 

 
 
1 Introduction 
 
In general, supply chain is a set of activities that cover enterprise functions from or-
dering and receiving of raw materials through the manufacturing of products in rela-
tion to the distribution and delivery to the customers. By flattening out the organiza-
tions and making use of “ad-hoc” workgroups or project teams, customer-focused 
business activities can be more responsive to ever-changing market conditions. To 
meet the relatively unpredictable customer demands, the agility of the supply chain is 
an important issue that is justifiable to be addressed. In general, agility is the ability of 
an enterprise to adapt to unforeseeable changes and this is different from flexibility 
which is more concerned with the ability of companies to respond to a variety of cus-
tomer requirements that exist within the defined constraints [2].  Apart from the issue 
on customer requirements, the study on information flow within the supply chain enti-
ties is equally important in order to implement an effective network that is based on 
the formation of a value chain consisting of functional entities, providing timely and 
accurate information to achieve the efficient management of suppliers as well as the 
flow of parts. 

From another point of view, there are activities taken place within a supply chain 
and this movement of activities is generally referred to as the workflow which encom-
passes various types of tasks that can be performed in one time interval. Evidences 
[18,23] have shown that the adoption of various workflow approaches can help regu
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late and monitor the flow of information around the company. In general, in order to 
stay responsive towards market condition, both flexibility and agility are the impor-
tant factors that need to be given appropriate consideration in the formulation of a 
company workflow [6,13]. As agility is more related to the “coping with the unpre-
dictables”, it is of utmost importance in a marketplace with growing uncertainty. The 
development of a supply chain system with such agility is the subject of study of this 
research.  

The requirement of the capability of agility lends itself to the adoption of virtual 
agent modeling approach which focuses on the deployment of virtual agents com-
posed of software programs designed to accomplish specific tasks like “real” human 
agents possessing specialized skills. With virtual agents that may equip themselves 
with certain level of intelligence, agility of the supply chain workflow can be en-
hanced. However, the technique to include the element of intelligence to the whole 
workflow needs to be carefully studied. In general, the virtual agent model is charac-
terized by its communication between a set of autonomous, collaborative and inde-
pendent agents which are designed to be business-oriented and try to accomplish 
business goals in a complex and ever-changing market [29,22]. In general, the tech-
nologies incorporated into the virtual agent model are mostly concerned with object 
technology, rule-based reasoning and even generic algorithm, all of which are not 
developed for speculating upcoming events. In this respect, it seems necessary that a 
certain “ingredient” of predictability such as projection of possible outcomes needs to 
be incorporated in order to enhance the “intelligence” of the agents.  

The underlying technology of this agile supply chain system is the synergetic 
combination of neural networks and object technology, both of which are to be 
adopted to leverage the level of agility of the system.  Neural networks, also called 
learning automata, are capable to learn relationships among complex sets of data 
through a learning process whereas object technology is featured by its encapsulation 
of both data and methods (functions) within a data object. The blend of these two 
technologies provide the perfect ingredient for the formation of virtual agents which 
are basically “intelligent functional objects” emulating the behavior of human beings 
albeit in a relatively adaptive way. These virtual agents will act as the “knowledge 
worker” of this supply chain, facilitating the efficient workflow of the entire supply 
chain network. With the presence of these agents, various issues such as process con-
trol, customer classification, business partner selection and demand prediction can be 
carried out in a way based on some adaptive reasoning mechanism. An infrastructural 
framework of an agile supply chain, capitalizing on the latest development in various 
emerging technologies, is proposed. This research is expected to have significant im-
pact on the future development of supply chain workflow by virtue of its capabilities 
to progressively introduce machine self-learning and intelligence to the whole operat-
ing supply chain network over time.   

2 Paradigms of Supply Chain Workflow 

Recent years have seen significant changes made in terms of enterprise strategy and 
manufacturing paradigms particularly for those companies which are keen to remain 
world competitive in this ever-changing and volatile market [3, 14, 31]. As the manu-
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facturing market is becoming more borderless by national borders, a number of global 
supply chain networks have been established, taking advantage of the fast-growing 
networking and information technologies [27]. Study indicates that while a number of 
infrastructural frameworks related to dispersed supply chain systems have been de-
scribed in contemporary publications [14, 21, 30, 31], the detailed structure and for-
mulation of a “smart” monitoring infrastructure for such a system has not received too 
much attention.  

Review on contemporary publications indicates that whilst the research findings 
so far have contributed to the progressive introduction of intelligence level to the 
models in terms of tasks decomposition and optimization of process planning opera-
tions, the machine self-learning aspect and in particular, the ability to predict possible 
outcomes, has not achieved the anticipated research advances [4, 7, 11, 12, 25, 28, 
30]. Machine self-learning enables the progressive addition of intelligence and corpo-
rate information to a system through a systematic knowledge creation process. This is 
automatic and self-tuned, thereby continually adding value to the involved system in 
terms of creation of a smart information management system for the monitoring of a 
dispersed manufacturing network. The reason of deficiency of this machine learning 
feature in the previous model is clear. Rule-based reasoning works by narrowing at-
tention to a specific problem domain, then codifying human-developed rules of thumb 
and patterns of reasoning and the recommendations provided are normally similar to 
what a human expert would conclude given the same evidence whereas object tech-
nology is featured by its inheritance of data to related objects and its “properties plus 
behaviours” encapsulation. However, research findings based on the past years of 
study [16, 20, 30] show that the self-learning feature although exists yet is not re-
markable due to the distinct inherent features of these technologies which are not spe-
cifically designed for the building of an autonomous knowledge creation mechanism 
with the ability to predict events - should they occur at a later stage.  

This paper presents an agile supply chain workflow which incorporates a combi-
nation of technologies and can be deployed in a network of companies for converting 
complex business data into smart information, detecting opportunities and suggesting 
business strategies. The main feature of such a system is concerned with its self-
learning capability which is favourable to the progressive introduction of intelligence 
and useful knowledge to the system database over time. 
 
 
3 Tools and Technologies 

 
There are various technologies and relevant tools which can be used for the develop-
ment of a high performance supply chain system as described in the following con-
text. 
 
3.1 Distributed Object Technology 

The efficiency of the supply chain is strongly related to the efficiency and accuracy of 
information exchange among the business partners and the frequency of information 
updating within the whole network [1]. With the emergence of the need to do business 
globally, it is crucial that information from various partners is able to be interchanged 
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in a seamless, timely and accurate manner. However, the reality is that individual 
business partners are likely to be using dissimilar computing platforms with different 
formats and the efficient exchange of information is undoubtedly a concern that needs 
to be addressed. 

To build a supply chain system as interoperable as possible, distributed object 
technology can provide the support of building a cross-platform information exchange 
network. The approach of deploying the Object Request Broker (ORB), which is built 
upon the distributed object technology, can be considered to increase the degree of 
integration and provide more useful features of the proposed supply chain system. 
The ORB can be regarded as a common interface over which requests are passed be-
tween objects (data), thereby ensuring interoperability between applications on differ-
ent machines in a heterogeneous distributed environment. Common Object Request 
Broker Architecture (CORBA), which is built around an ORB, can be regarded as a 
standard architecture for distributing objects in networks, aiming to simplify the 
communication in a heterogeneous environment.  

In general, the CORBA standard provides flexibility on the company’s invest-
ment (to make the right choice for its particular environment and needs), improve the 
manageability (more effective information handling on business activities and rela-
tionships) and enhance the speed on application development (better communication 
between functional departments).  

The need of a common standard in facilitating the realization of a cross-platform 
“information object” has prompted Microsoft to develop its DCOM (Distributed 
Component Object Model) architecture, based on which services to build distributed 
applications can be developed within the Windows environment. The detailed archi-
tecture of DCOM is covered in a number of articles and publications [5] and not to be 
covered here. In short, DCOM is an architecture that enables components (processes) 
to communicate across a network which may contain heterogeneous platforms, 
thereby providing services such as distributed messaging, object request brokering, 
distributed transaction services, and data connectivity services - over its own Remote 
Processing Control (RPC) mechanism [26].  

In general, the benefits of using DCOM include (i) ability to enable a robust 
transaction processing based on Windows NT platform, (ii) virtually free to be bun-
dled with Windows NT. Generally speaking, DCOM services are very closely linked 
with the Windows NT platform. In order to promote DCOM as a cross-platform 
product, Microsoft has broadened the support of DCOM to Unix with the collabora-
tion with third-party companies. However, there is certain degree of limitation due to 
the inherent differences of various operating systems.  

The purpose of using distributed object technology (CORBA and DCOM) is to 
ensure interoperability between applications on different machines in a heterogeneous 
distributed environment. This technology can simplify the communication between 
the heterogeneous objects and each business objects of the supply chain can remain 
unique with shared data and logic elements. This approach is able to improve the 
manageability of the company (more effective information handling on business ac-
tivities and relationships) and enhance the speed on application development via bet-
ter communication between functional departments. In brief, distributed object tech-
nology is characterized by its provision of a transparent information communication 
platform. This feature allows a wide range of organizations within the supply chain to 
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have transparent access to information and data. In effect, the boundaries between 
applications disappear and each object in an enterprise-wide environment can locate 
any other object without having to know where the object is located. Once this dis-
tributed platform is established, a company can change any one application without 
having to worry that any other application will be affected. This feature is useful in a 
supply chain network where companies from various regions need to share informa-
tion in a timely manner without worrying about the platforms they are with. 
 
3.2 Neural Networks 

The neural network serves to provide the recommended change of parameters based 
on what the network has been trained on. As such, it is important that enough data 
sample for the input and output layers are provided for training purpose. Neural net-
work is a technology that has typically been used for prediction, clustering, classifica-
tion and alerting of abnormal pattern. Parroting the operation of the human brain, neu-
ral network technology comprises many simple processing units connected by adap-
tive weights. They create predictive networks by considering a “training set” of actual 
records. In theory, the formation of neural network is similar to the formation of neu-
ral pathways in the brain as a task is practiced. Also a neural network refines its net-
work with each new input it considers. To predict a future scenario, the neural net-
work technology is able to work with a training set of data from the past history of 
records. It will use the training set to build a network, based on which the neural net-
work is able to predict future scenario by supplying a set of attributes. As neural net-
works are meant to learn relationships between data sets by simply having sample 
data represented to their input and output layers, the training of the network with the 
layers mapped to relevant parameter values with the purpose to develop the correla-
tion between these two groups of data will not, in principle, contradict the basic prin-
ciple of neural network. 
 
3.3 Rule-Based Reasoning 

In general, rule-based reasoning works by narrowing attention to a specific problem 
domain, then codifying human-developed rules of thumb and patterns of reasoning, 
providing recommendations that are normally similar to what a human expert would 
conclude. Regarding the design of Rule-Based Reasoning (RBR) mechanisms, it can 
be seen that a number of contemporary publications in this area are available [10, 15, 
19, 24]. Krishnamoorthy and Rajeev [15] describe in detail the operations of two main 
methods of inference or RBR, namely forward and backward chaining. Backward 
chaining is a goal-driven process, whereas forward chaining is data driven [9].  In 
order to illustrate the operation of the inference mechanism, Krishnamoorthy and Ra-
jeev [15] describes a practical example for the selection of bearings with 16 rules and 
a complex “knowledge net” included The structure and the coding of the rules are 
explained in detail in the example. In another article, a Knowledge-Based Front End 
(KBFE) expert system has been developed to circumvent the restriction of knowl-
edge-representation formalisms, including frames, classes, objects and list [10]. This 
KBFE system is characterized by the flexibility of its inference technique. Forward 
chaining is initially performed on base rules, and backward chaining is implemented, 
where appropriate, in order to prove individual antecedents of the base rules.  
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4     Neural Object Module 
 
The proposed infrastructure of the agile supply chain system comprises a variety of 
virtual agents responsible for different tasks. There are production scheduling VA, 
purchasing VA, resource planning VA, transportation management VA and logistics 
planning VA. Agents of specific skills can be deployed to the system as deemed nec-
essary and can be removed when their existence is no longer required.  

Apart from the traditional job activities such as scheduling, these agents are also 
capable for discovering patterns and clusters in business data and trigger processes 
when data or events occur that are outside normal patterns. In brief, VAs are for self-
learning systems [8] and they are particularly capable to handle real-life ambiguous 
situations in which the best of us have learned to extrapolate probable outcomes based 
on the pattern of events we see and then decide on the action to take. In general VAs 
are equipped with two main technologies including (i) neural networks which are fea-
tured by their adaptive statistical reasoning and the distinct ability to learn with 
proven applications in inventory optimization, factory control, customer classifica-
tion, process planning optimization as well as material demand prediction, and (ii) 
object technology which has three main features including encapsulation, inheritance 
and polymorphism [17]. The synergetic combination of these two technologies is 
named Neural Object Technology (NOT) in this research.  

With the introduction of the NOT, a Neural Object Module (NOM) can be formu-
lated. NOM, which comprises a number of neural agents responsible for undertaking 
various tasks, includes a rule-based reasoning mechanism for tasks decomposition and 
allocation to various neural agents. The proposed NOM links with the existing busi-
ness objects of the supply chain network. When confronted with a job request, the 
rule-based reasoning mechanism undergoes an inference process and deduces the as-
sociated solutions, resulting from the process of decomposition and allocation of tasks 
based on available information. The coordination and monitoring of the progress of 
the tasks are undertaken by appropriate VAs. As VAs possess the synergetic features 
of both neural networks and object technology, they are specialized in predicting 
probable outcomes by learning from the past experience and data (neural networks 
features) as well as encompassing their own attributes and methods (object technol-
ogy features), all of which are essential for the operations that emulate the “smart” 
behaviour of human operators. In general, this NOM will provide critical business 
suggestions for running the whole supply chain network. In short, this NOM can be 
deployed on an existing operational network with minimal disruption in order to im-
prove the performance and functionality of the running dispersed network and in par-
ticular, it greatly enhances the central-management role of the manufacturing net-
work. 
 
 
5      Infrastructure of an Agile Supply Chain System 
 
The NOM is the “brain” of the whole agile supply chain system. However, apart from 
this monitoring and control module, there are three others to form the whole frame-
work, including Outside Interface (OI), Business Objects (BO) and System Reposi-
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tory (SR). The OI module is meant to handle two main activities including (i) job re-
quest for capturing data of request from external sources and (ii) conversion of exter-
nal data to match the format of rule-based reasoning mechanism which normally 
needs some input data as facts to trigger the “firing” of rules. The BO module com-
prises a number of business objects which contain relevant group of related data used 
in business processes such as document processing, task allocation and workflow 
planning. Different companies may have various business natures and subsequently 
the relevant activities are also dissimilar. In this respect, various business objects 
should be built in accordance with the related nature of work. Business object are cre-
ated based on the underlying principle of object technology which has been discussed 
in the previous context. To ensure the exchange of data within various data objects, a 
distributed mechanism is devised in the proposed infrastructure, adopting the Distrib-
uted Component Object Model (DCOM) architecture which allows data communica-
tion across a network in a distributed way. DCOM provides distributed messaging 
services, object request broker services, distributed transaction services, and data con-
nectivity services [26] and through the support of the DCOM architecture, informa-
tion from business objects can be exchanged within the supply chain suppliers in a 
distributed way. 

The information flow among the virtual agents and the various Information Sys-
tems (IS) in supplier chain partners. Basically the information flow can be categorized 
into two levels, i.e. strategic and operation. In the strategic level, various virtual 
agents such as order acquisition VA, scheduling VA, transportation management VA, 
resource management VA and logistics VA work together to share the required data 
and compute the needed data objects to the partner companies. The technique to be 
recommended is based on the deployment of a workflow VA for keeping the needed 
information. Data interchanges between the VAs and system repository are via ORB, 
in order to enable efficient data exchange among various information systems from 
business partners that may reside in distributed platforms over geographically-isolated 
regions. These agents are created based on corresponding functions performed in tra-
ditional supply chain. Concurrently, they aim to develop preliminary business activity 
plans and scheduling strategies, which are then sent to the transaction VA at the op-
erational level.  

Each transaction agent makes particular plans and scheduling strategies based on 
its resource capacity information that is collected from business partners. Then each 
transaction agent sends the corresponding task to the business partners. At the same 
time, information systems in the business partners interact with the system repository 
for updating information. Thus, the workflow agent executes the particular plans and 
scheduling strategies that are received from each transaction agent. It should be noted 
that the strategic level is more concerned with the information flow among the web 
server platform, the data format of which may not be fully compatible with the data-
base platform adopted by individual partner companies of the operation level handled 
by the transaction VA. In this respect, a Data Communication Translator (DCT) is 
adopted to ensure the smooth data transfer between the strategic level and the opera-
tion level.   
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6       Testing and Evaluation 
 
Based on the proposed system framework, a prototype system has been under devel-
opment. A testing and evaluation plan, which aims to determine the feasibility of such 
system in a real industrial situation, has been scheduled into three phases as shown in 
the following.  

1. The first phase involves the technical evaluation of the design and operations of 
the system prototype, by verifying that the object-oriented routines are doing the 
job as specified in the system framework.  

2. The second phase is concerned with system evaluation. The prototype, with 
modifications made according to the problems encountered in the first phase, is 
deployed in a local area network, and the results are observed and recorded by the 
project team members. 

3. The third phase is concerned with the site evaluation of the system. It is important 
that the agile supply chain system is to be field-tested by the real end-users, in 
order to determine the possible problems when operating in a practical environ-
ment.  

At the present stage, the first phase has been completed, and phase two will com-
mence once the modification of the system prototype and the setting up of a local area 
network have been finalized.  
 
 
7      Conclusion 
 
In order to attain business in the information age, companies are required to integrate 
business activities into a global response strategy. To cope with unpredictable 
changes, companies need to conduct their business activities in a flexible manner, and 
this task cannot be achieved without the deployment of an agile supply chain system. 
This paper suggests an infrastructural framework, involving various emerging tech-
nologies, for the design and development of an agent-based supply chain system with 
the distinct feature of the ability to cope with unexpected changes with the support of 
a machining learning mechanism. Further research on the infrastructural framework 
particularly relating to the synergetic combination of the two technologies (object 
technology and neural network) is needed in order to leverage the “intelligence” level 
of the virtual agents. In general, the proposed infrastructure paves the way for an ap-
proach to achieve agility of a supply chain system using a combination of tools and 
techniques. The result, if handled effectively, is essential to provide insights related to 
the strategic use of the supply chain concept, which can enhance company's competi-
tiveness in a significant way.  
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