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Abstract. Paper deals with the knowledge acquisition process. Different experts 
formulate the rules for decision support systems. We assume they have different
knowledge about the problem and therefore obtained rules have different quali-
ties. We will formulate the proposition of the confidence measure and its appli-
cation to the decision process based on Bayes formulae. We will propose how
calculate the value of measure under consideration for typical statistical learn-
ing process. On the base on the proposed measure of the knowledge quality we
propose the procedure of the contradictions elimination for the set of logical
rules.  

1 Introduction 

Machine learning is the attractive approach for building decision support systems [9].
For this type of software, the quality of the knowledge base plays the key-role. In
many cases we can meet following problems: 

• the experts can not formulate the rules for decision problem, because they might
not have the knowledge needed to develop effective algorithms, but we can get the
learning data from databases and experts only classify each record to the correct
class,

• the knowledge given by experts is uncompleted or qualities of experts (knowledge
sources) are different for each of them. 

For the first problem machine learning algorithms can give us the set of rules (hy-
pothesis) on the base on the learning set, but we have to answer following questions:

1. Who made the object descriptions? (Can we trust the operator?) 
2. Who confirmed the diagnosis and what was the expert quality? 

In the second problem we get the rules from different experts and their qualities are 
different. This problems was partly described for the induction learning [2,3,7] and
for the concept description [1]. The following paper concerns on the quality of rule
for the probabilistic reasoning, but the proposed measure can be modified to acquisi-
tion process for another form of rule. 

The content of the work is as follow: Section 2 introduces necessary background
and provides the probabilistic decision problem statement. Next section presents the 
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form of rule for the probabilistic expert systems and proposes the rule-based algo-
rithm. Section 4 defines statistical confidence measure of the knowledge and shows
how modify knowledge base according to confidence measure of rules. In this section
we also presents the interpretation of proposed measure for the estimation process 
based on the typical statistical model. Section 5 proposes the procedure of contradic-
tions elimination for the set of rules obtained from different sources. The last section 
concluded the paper. 

2 Decision Problem Statement 

Among the different concepts and methods of using "uncertain" information in pattern
recognition, an attractive from the theoretical point of view and efficient approach is
through the Bayes decision theory. This approach consists of assumption [5] that the

feature vector ),...,,( )()2()1( dxxxx =  (describing the object being under recognition)

and number of class }...,2,1{ Mj ∈ (the object belonged to) are the realization of the
pair of the random variables X, J . For example in medical diagnosis X describes the
result of patient examinations and J denotes the patient state. Random variable J is
described by the prior probability jp , where 

( )jJPp j == . (1) 

X has probability density function

( ) ( )xfjJxXf j=== (2) 

for each j which is named conditional density function. These parameters can be used
to enumerating posterior probability according to Bayes formulae: 

( ) ( )

( )∑
=
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The formalisation of the recognition in the case under consideration implies the
setting of a optimal Bayes decision algorithm ( )x , which minimizes probability of
misclassification for 0-1 loss function[4]:

( ) ix = if ( )
{ }

( )xkpxip
Mk ...,,1

max
∈

= . (4) 

In the real situation the prior probabilities and the conditional density functions are
usually unknown. Furthermore we often have no reason to decide that the prior prob-
ability is different for each of the decisions. Instead of them we can used the rules
and/or the learning set for the constructing decision algorithms [12,13].  
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3 Rule-Based Decision Algorithm 

Rules as the form of learning information is the most popular model for the logical
decision support systems. For systems we consider the rules given by experts have
rather the statistical interpretation than logical one.
The form of rule for the probabilistic decision support system[6] is usually as follow 

if A then B with the probability β, 

where β is interpreted as the estimator of the posterior probability, given by the fol-
lowing formulae:

( )ABP=β (5) 

More precisely, in the case of the human knowledge acquisition process, experts are 
not disposed to formulate the exact value of the β, but he (or she) rather prefers to
give the interval for its value 

βββ ≤≤ . (6) 

The analysis of different practical examples leads to the following form of rule )(k
ir : 

IF )(k
iDx ∈

THEN state of object is i

WITH posterior probability ( )k
iβ  greater than )(k

i
β  and less than )(k

iβ , 

where 
( ) ( )

( )
∫=

k
iD

k
j dxxipβ (7) 

The graphical interpretation of the posterior probability estimator for the decision
area given by rule is depicted on Fig. 1.

Fig. 1. Graphical interpretation of the posterior probability estimator given by the expert rule
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For that form of knowledge we can formulate the decision algorithm ( )xR

( ) ixR =  if ( ) ( )xipxip k
k

ˆmaxˆ = , (8) 

where ( )xip̂  is the posterior probability estimator obtained from the rule set. 

The knowledge about probabilities given by expert estimates the average posterior
probability for the whole decision area. As we see for decision making we are inter-
ested in the exact value of the posterior probability for given observation.
Lets note the rule estimator will be more precise if: 
• rule decision region will be smaller, 
• differences between upper and lower bound of the probability given by expert

will be smaller. 
For the problem under consideration definition of the relation “more specific” be-
tween the probabilistic rules pointed at the same classes is very useful. 

Definition

Rule )(k
ir  is “more specific” than rule )(l

ir  if 
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(9) 

Hence the proposition of the posterior probability estimator ( )xip̂  is as follow. 

From subset of rules ( ) ( ) ( )}k
i

k
ii DxrxR ∈= :  choose the “most specific” rule ( )m

ir . 

( )
( ) ( )( )

( )
∫
−

=

m
iD

m
i

m
i

dx
kip

ββ
ˆ

(10) 

4 Proposition of Knowledge Confidence Measure

4.1 Definition

This estimator ( )xip̂  is obtained under the following assumption:

− learning set is noise free (or expert tell us always true), 
− target concept contained in the set of class number }M...,,1 ,

− the prior probabilities of classes are unknown. 

}

}
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We consider decision under the first assumption given by the following formulae:
( ) 1y probabilit withBA thenIf =P . 

During the expert system designing process the rules are obtained from different
sources and the sources have the different confidence. For the knowledge given by
experts we can not assume that expert tell us true or/and if the rule set is generated by
the machine learning algorithms we can not assume the learning set is noise free.  
Therefore we postulate that we have not to trust all information we got or the believe
on it only with the γ  factor, proposed as the confidence (quality) measure. It can be

formulated as [14] 

( ) 1y  probabilit withBA thenIf = γP . 

Lets as ( )k
iγ denote the value of the confidence measure of rule ( )k

ir . 

4.2  Using Confidence Measure for Rule Base Modification 

We defined confidence measure. Now, lets us show how it can be utilized for the
modification the set of rules. For the form of rule we described in section 3 we pro-
pose the following procedure, which should be started after the acquisition process:

for i:=1 to M

for each rule )(k
ir  pointed at class i: 

( ) ( )( ) ( )k
i

k
i

k
i γββ −−= 11 ; 

( ) ( ) ( )k
i

k
i

k
i

γββ =

 endfor. 
endfor. 

The proposition of the application of the confidence measure for the set of the logical
rules will be shown in the next section.

4.3 Confidence Measure for the Statistical Estimation 

The central problem of our proposition is how to calculate the confidence measure.
For human experts the values for their rules is fixed arbitrary according to the quality
of creator. The presented problem we can also find in the typical statistical estimation
of unknown parameter , where we assume the significant level[12]. The significant

level can be interpreted as the confidence measure. Each rule gives the index of the
class. If the feature vector value belongs to the decision area given by the rule, the
decision depends on the previous state and on the applied therapy. While constructing 
the artificial rule set, we have to define somehow the decision areas for the new rule
set. For example we can want to obtain for each rule posterior probability estimator,
which is not less than a fixed value or in the practice we can use the one of very well
known machine learning algorithms like AQ,CN2 [9]. 

β

β ≤

β
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For each of the given intervals k we have to obtain the estimator of the posterior
probability. 

We use the following statistical model [11]: 
− the learning set is selected randomly from a population and there exists two class 

of points: marked (point at the class }Mi ...,,1∈ ) and unmarked (point at the

class l, where } ilMl ≠∈ and...,,1 ),

− the expected value for the population is p,
− the best estimator of p is

n

m
p =ˆ , 

(11) 

      where n means the sample size and m - the number of the marked elements. 

Let us concentrate on two cases 

Small Sample ( 100n ) 

ns

pp
t

−=
ˆ (12) 

has the Student’s t-distribution. We want to estimate one parameter - the expected
value, therefore we use t-distribution with n-1 degree of freedom. 
For the fixed significance level α  we get 

( ) αµα −=< 1tP (13) 

using the short-cut formula 
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we obtain 
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The αµ  is the value of the t-distribution on n-1 degrees of freedom and for the sig-

nificance level α. In this case we get rule ( )k
ir , for which confidence measure of rule

( )k
iγ  is given by the following equation 

( ) αγ −= 1k
i , (16) 

}
}

≤
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Big Sample (n> 100) 
For the big sample, the distribution is similar to the normal distribution. We thus have
the equation of the same for as (15), but in this case α is the value of normal stan-

dardized N(0, 1) distribution for the significance level α.

5 Contradictions Elimination Algorithm

As we have mentioned the proposed method of the quality management can be ap-
plied to the logical knowledge representation (where “if-then” means logical implica-
tion). E.g. for the unordered set [2,9] of logical rules acquisition process we can at-
tribute the value of confidence to each of rule. It could be used in the case if the con-
tradiction in the set of rules would be detected.
First we note the set of rule R consists of the M subsets

MRRRR ∪∪∪= ...21 , (18) 

where iR  denote subset of rule pointed at the i-th class. 
For this form of rule the two of them contradict each other if

}
( ) ( )l

j
k

i DxDx

jilkMlkXx

∈∧∈

∃∧≠∈∃∧∈∃ ,,...,,2,1, (19) 

where i, j denote the number of rule. 
The equation (19) means that we can find observation, which belongs to the decision

area of the rule pointed at class i ( ( )k
iR ) and decision areas of the rule pointed at dif-

ferent class j ( ( )l
jR ).

Let us propose the idea of the contradictions elimination algorithm. 

//for each class number 

for i:= 1 to M:
//for each rule in iR

for k:=1 to iR
//for each class number bigger than i 

for j:= i to M:
   //for each rule in jR

   for l:= 1 to jR :

//if 
( )k
ir and 

( )l
jr  contradict each other 

µ

}
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if ( ) ( ) ∅≠∩ l
j

k
i DD

 then 

  //if confidence of 
( )k
ir  is higher then 

  //confidence of 
( )l
jr

  if ( ) ( )l
j

k
i γγ ≥

   then 
//remove the common part from decision 

//area of rule 
( )l
jr

( ) ( ) ( ) ( )( )k
i

l
j

l
j

l
j DDDD ∩= \:

   else 
//remove the common part from decision  

//area of rule 
( )l
jr

( ) ( ) ( ) ( )( )k
i

l
j

k
i

k
i DDDD ∩= \:

   fi
fi

   endfor 
  endfor 
endfor 

 endfor

6    Conclusion 

The paper concerned probabilistic reasoning and the proposition of the quality meas-
ure for that formulated decision problems. We proposed the idea of the contradiction
detection and elimination method for the logical representation of experts’ knowledge
too. We hope this idea of confidence management can be helpful for other problems
whose can be met during the knowledge acquisition process from different sources. 
Presented ideas need the analytical and simulation researches. Let us draw some fu-
ture works under the concept of the information quality: 

1. developing the method how to judge the expert quality (we formulated only the
method of counting the confidence measure for rules obtained via machine learn-
ing algorithms but we propose arbitrary judgment for rule given by experts), 

2. applying proposed method to the real medical decision problems (work in pro-
gress),

3. analytical researches into proposed method properties, 
4. performing simulation experiments on computer generated data to estimate the

dependencies between the size of the decision area and the data quality versus cor-
rectness of classification, 

5. developing the software for the contradictions elimination algorithm. 
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