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Abstract. This article describes the context, design, and recent devel-
opment of the LAPACK for Clusters (LFC) project. It has been de-
veloped in the framework of Self-Adapting Numerical Software (SANS)
since we believe such an approach can deliver the convenience and ease
of use of existing sequential environments bundled with the power and
versatility of highly-tuned parallel codes that execute on clusters. Ac-
complishing this task is far from trivial as we argue in the paper by
presenting pertinent case studies and possible usage scenarios.

1 Introduction

Driven by the desire of scientists for ever higher levels of detail and accuracy in
their simulations, the size and complexity of required computations is growing at
least as fast as the improvements in processor technology. Scientific applications
need to be tuned to extract near peak performance even as hardware platforms
change underneath them. Unfortunately, tuning even the simplest real-world op-
erations for high performance usually requires an intense and sustained effort,
stretching over a period of weeks or months, from the most technically advanced
programmers, who are inevitably in very scarce supply. While access to nec-
essary computing and information technology has improved dramatically over
the past decade, the efficient application of scientific computing techniques still
requires levels of specialized knowledge in numerical analysis, mathematical soft-
ware, computer architectures, and programming languages that many working
researchers do not have the time, the energy, or the inclination to acquire. With
good reason scientists expect their computing tools to serve them and not the
other way around. And unfortunately, the growing desire to tackle highly inter-
disciplinary problems using more and more realistic simulations on increasingly
complex computing platforms will only exacerbate the problem. The challenge
for the development of next generation software is the successful management
of the complex computing environment while delivering to the scientist the full
power of flexible compositions of the available algorithmic alternatives and can-
didate hardware resources.
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With this paper we develop the concept of Self-Adapting Numerical Software
(SANS) for numerical libraries that execute in the cluster computing setting.
The central focus is the LAPACK For Clusters (LFC) software which supports a
serial, single processor user interface, but delivers the computing power achiev-
able by an expert user working on the same problem who optimally utilizes the
resources of a cluster. The basic premise is to design numerical library soft-
ware that addresses both computational time and space complexity issues on
the user’s behalf and in a manner as transparent to the user as possible. The
software intends to allow users to either link against an archived library of exe-
cutable routines or benefit from the convenience of prebuilt executable programs
without the hassle of properly having to resolve linker dependencies. The user is
assumed to call one of the LFC routines from a serial environment while working
on a single processor of the cluster. The software executes the application. If it
is possible to finish executing the problem faster by mapping the problem into
a parallel environment, then this is the thread of execution taken. Otherwise,
the application is executed locally with the best choice of a serial algorithm.
The details for parallelizing the user’s problem such as resource discovery, se-
lection, and allocation, mapping the data onto (and off of) the working cluster
of processors, executing the user’s application in parallel, freeing the allocated
resources, and returning control to the user’s process in the serial environment
from which the procedure began are all handled by the software. Whether the
application was executed in a parallel or serial environment is presumed not to
be of interest to the user but may be explicitely queried. All the user knows is
that the application executed successfully and, hopefully, in a timely manner.

2 Related Efforts

Since the concept of self-adaptation appeared in the literature [27] it has been
successfully applied in a wide range of projects. The ATLAS [31] project started
as a “DGEMM() optimizer” [13] but continues to successfully evolve by includ-
ing tuning for all levels of Basic Linear Algebra Subprograms (BLAS) [7, 8, 10,
9] and LAPACK [2] as well by making decisions at compilation and execution
time. Functionality similar to ATLAS, but much more limited, was included in
the PHiPAC [6] project. Iterative methods and sparse linear algebra operations
are the main focus of numerous efforts. Some of them [30, 3] target convergence
properties of iterative solvers in a parallel setting while others [1, 21, 20, 28, 26]
optimize the most common numerical kernels or provide intelligent algorithmic
choices for the entire problem solving process [5, 24]. In the area of parallel com-
puting, researchers are offering automatic tuning of generic collective communi-
cation routines [29] or specific collectives as in the HPL project [12]. Automatic
optimization of the Fast Fourier Transform (FFT) kernel has also been under in-
vestigation by many scientists [19, 18, 23]. In grid computing environments [17],
holistic approaches to software libraries and problem solving environments such
as defined in the GrADS project [4] are actively being tested. Proof of concept
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efforts on the grid employing SANS components exist [25] and have helped in
forming the approach followed in LFC.

3 LAPACK for Clusters Overview

The LFC software addresses the motivating factors from the previous section in
a self-adapting fashion. LFC assumes that only a C compiler, an MPI [14–16]
implementation , and some variant of the BLAS routines, be it ATLAS or a ven-
dor supplied implementation, is installed on the target system. Target systems
are intended to be “Beowulf like”. There are essentially three components to
the software: data collection routines, data movement routines, and application
routines.

4 Typical Usage Scenario

The steps involved in a typical LFC run start with a user’s problem that may be
stated in terms of linear algebra. The problem statement is addressable with one
of the LAPACK routines supported in LFC. For instance, suppose that the user
has a system of n linear equations with n unknowns, Ax = b. There is a parallel
computing environment that has LFC installed. The user is, for now, assumed
to have access to at least a single node of said parallel computing environment.
This is not a necessary constraint - rather a simplifying one. The user compiles
the application code (that calls LFC routines) linking with the LFC library
and executes the application from a sequential environment. The LFC routine
executes the application returning an error code denoting success or failure. The
user interprets this information and proceeds accordingly.

On the LFC software side, a decision is made upon how to solve the user’s
problem by coupling the cluster state information with a knowledge of the par-
ticular application. Specifically, a decision is based upon the scheduler’s ability
to successfully predict that a particular subset of the available processors on the
cluster will enable a reduction of the total time to solution when compared to
serial expectations for the specific application and user parameters. The relevant
times are the time that is spent handling the user’s data before and after the
parallel application plus the amount of time required to execute the parallel ap-
plication. If the decision is to solve the user’s problem locally (sequentially) then
the relevant LAPACK routine is executed. On the contrary, if the decision is to
solve the user’s problem in parallel then a process is forked that will be respon-
sible for spawning the parallel job and the parent process waits for its return
in the sequential environment. The selected processors are allocated (in MPI),
the user’s data is mapped (block cyclically decomposed) onto the processors
(the data may be in memory or on disk), the parallel application is executed
(e.g. ScaLAPACK), the data is reverse mapped, the parallel process group is
freed, and the solution and control are returned to the user’s process.
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5 Performance Results
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Fig. 1. Parellel execution times of the linear solver run by the oracle and LFC on a
cluster.

Figure 1 demonstrates the strength of the self-adapting approach of the LFC
software. The problem sizes tested were 512, 1024, 2048, 4096, 8192, 12288,
14000. LFC chose 2, 3, 6, 8, 12, 16, 16 processes for these problems respectively.
The oracle, which in theory knows the best parameters, utilized 4, 4, 8, 10, 14,
16, 16 processes respectively. The runs were conducted on a cluster of eight Intel
Pentium III, 933 MHz dual processors, connected with a 100 Mb/s switch. In
each run the data was assumed to start on disk and was written back to disk after
the factorization. In the parallel environment, both the oracle and LFC utilized
the I/O routines from ROMIO to load/store the data and the ScaLAPACK
routine PDGESV() for the application code.

Figure 2 illustrates the fact that the situation is more complicated than just
selecting the right grid aspect ratio (e.g. the number of process rows divided
by the number of process columns). Sometimes it might be beneficial to use a
smaller number of processors. This is especially true if the number of proces-
sors is a prime number which leads to a flat process grid and thus very poor
performance on many systems. It is unrealistic to expect that non-expert users
will correctly make the right decisions here. It is either a matter of having ex-
pertise or experimental data to guide the choice and our experiences suggest
that perhaps a combination of both is required to make good decisions consis-
tently. Another point stressed by the figure is the widening gap (excluding merge
points at prime processor numbers) between the worst and the optimal resource
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Fig. 2. Timing results for solving a linear system of order 70000 with the best and
worst possible rectangular processor grid topologies reported.

choices for increasing number of processors. This shows the increasing chance for
a user to use the hardware and software in a suboptimal way as more powerful
computers become available.

As a side note, with respect to experimental data, it is worth mentioning
that the collection of data for Figure 2 required a number of floating point
operations that would compute the LU factorization of a square dense matrix of
order almost three hundred thousand. Matrices of that size are usually suitable
for supercomputers (the slowest supercomputer on the Top500 [22] list that
factored such a matrix was on position 16 in November 2002) – an unlikely
target machine for majority of users.

6 Conclusions and Future Work

As computing systems become more powerful and complex it becomes a major
challenge to tune applications for high performance. We have described a con-
cept and outlined a plan to develop numerical library software for systems of
linear equations which adapts to the user’s problem and the computational en-
vironment in an attempt to extract near optimum performance. This approach
has applications beyond solving systems of linear equations and can be applied
to most other areas where users turn to a library of numerical software for their
solution.

At runtime our software makes choices at the software and hardware levels
for obtaining a best parameter set for the selected algorithm by applying exper-
tise from the literature and empirical investigations of the core kernels on the
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target system. The algorithm selection depends on the size of the input data and
empirical results from previous runs for the particular operation on the cluster.
The overheads associated with this dynamic adaptation of the user’s problem to
the hardware and software systems available can be minimal.

The results presented here show unambiguously that the concepts of self
adaptation can come very close to matching the performance of the best choice
in parameters for an application written for a cluster. As Figure 1 highlights,
the overhead to achieve this is minimal and the performance levels are almost
indistinguishable. As a result, the burden on the user is removed and hidden in
the software.

This paper has given a high level overview of the concepts and techniques used
in self adapting numerical software. There are a number of issues that remain to
be investigated in the context of this approach [11]. Issues such as adapting to a
changing environment during execution, reproducibility of results when solving
the same problem on differing numbers of processors, fault tolerance, reschedul-
ing in the presence of additional load, dynamically migrating the computation,
etc all present additional challenges which are ripe for further investigation. In
addition, with Grid computing becoming mainstream, these concepts will find
added importance [4].
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