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1 Introduction and BackgroundThe World Wide Web continues to expand at an amazing rate as a medium for conductingbusiness and disseminating information. Even with evolving standards and technology, theability to thoroughly analyze the usage of a Web site remains, and will grow, as an importantcapability for Web administrators. Design of a Web site centers around organizing theinformation on each page and the hypertext links between the pages in a way that seemsmost natural to the site users, to facilitate their browsing. For small sites, an individual Webdesigner's intuition along with some straightforward usage statistics may be adequate forpredicting and verifying the users' browsing behavior. However, as the size and complexity ofa Web site increases, the statistics provided by existing Web log analysis tools [WLA, HLC,FWP] may prove inadequate, and more sophisticated types of analyses will be necessary.Web Usage Mining, which is the application of data mining techniques to large Web datarepositories, adds powerful techniques to the tools available to a Web site administrator foranalyzing Web site usage.Web Usage Mining techniques developed in [CMS99, CPY96, SZAS97, SF98, ZXH98,PE98] have been used to discover frequent itemsets, association rules [AS94], clusters ofsimilar pages and users, sequential patterns [MTV95], and perform path analysis [CPY96].Several research e�orts [NW97, JFM97] have considered usage information for performingWeb Content Mining [CMS97]. An overview of some of the challenges involved in WebContent Mining is given in [Vai98].The notion of what makes discovered knowledge interesting has been addressed in [PSM94,ST96, LHC97, PT98]. A common theme among the various criteria for interestingness is theconcept of novelty or unexpectedness of a rule. Results that were previously known by thedata analyst are not considered interesting. In Web Usage Mining, as with many data min-ing domains, thresholds for values such as support and con�dence are often used to limitthe number of discovered rules to a manageable number. However, high thresholds rarelydiscover any knowledge that was not previously known and low thresholds usually result inan unmanageable number of rules. The approach advocated by [LHC97, PT98] is to identifya set of beliefs, and use the set as a �lter for identifying interesting rules. Rules that con�rm{ 1 {



existing beliefs are deemed uninteresting.In a more general sense, both the discovered knowledge and any expectations de�nedfrom domain knowledge can be considered as pieces of evidence providing support for oragainst a particular belief. There can be multiple sources of evidence pertaining to anygiven belief about a domain, some of them possibly contradictory. Also, as pointed outin [LHC97], evidence about some of the beliefs is likely to represent vague concepts, andrequire a framework with fuzzy logic [Zad79] capabilities. While the frameworks developedin [LHC97] and [PT98] are designed to handle some of these conditions, neither can handleall of them. Fortunately, the problem can be mapped to Baldwin's support logic [Bal87]framework. Support logic is speci�cally designed to handle reasoning about multiple sourcesof evidence with both boolean and fuzzy logic. The framework is built around de�ningsupport pairs for every piece of evidence.1Another problem that exists with the identi�cation of interesting results is the gener-ation of an initial set of evidence about beliefs from domain knowledge. Both [LHC97]and [PT98] rely on manually generated sets of evidence. For [PT98], beliefs are only de�nedas interesting if there is con
icting evidence, so unless a fairly comprehensive set is created,many interesting results can be missed. [LHC97] has a broader de�nition of interestingnessthat includes results that provide evidence about a belief not covered by domain knowledge.However, without a comprehensive set of evidence from domain knowledge, this method willend up misclassifying many results.The Web Usage Mining domain has several types of information available that can be usedas surrogates for domain knowledge. Using this information, a large and fairly comprehensiveset of evidence can be automatically generated to e�ectively �lter out uninteresting resultsfrom the Web Usage Mining process.The speci�c contributions of this paper are:� Development of a general quantitative model of what determines the interestingness ofdiscovered knowledge, based on Baldwin's support logic framework [Bal87].� Development of an approach for the automatic creation of an initial set of evidence1In order to avoid confusion with the standard data mining de�nition of support, Baldwin's support pairswill be referred to as evidence pairs for the rest of this paper.{ 2 {



about a belief set.� Identi�cation of speci�c algorithms for automated discovery of interesting rules in theWeb Usage Mining domain.� Presentation of results from a Web Usage Mining system called the Web Site Informa-tion Filter (WebSIFT) system, using data collected from an actual Web site.The rest of this paper is organized as follows: Section 2 de�nes the di�erent types ofWeb data and information abstractions suitable for usage mining. Section 3 develops ageneral support logic based framework for de�ning and combining evidence about a domain.A formal de�nition of interestingness is also given in this section. Section 4 presents anoverview of the WebSIFT system and Section 5 describes algorithms used by the WebSIFTsystem for automatically identifying interesting rules and patterns. Section 6 summarizessome results from tests of the WebSIFT system on a Web server log. Finally, section 7provides conclusions.2 Data Sources and Information AbstractionsWeb Usage Mining analysis can potentially use many di�erent kinds of data sources, asdiscussed in [PPR96]. This paper classi�es such data into the following broad types2:� Content: The real data in the Web pages, i.e. the data the Web page was designed toconvey to the users. This usually consists of, but is not limited to text and graphics.� Structure: The data which describes the organization of the content. Intra-pagestructure information includes HTML or XML tags of various kinds, the sequencein which they appear, etc. The principal kind of inter-page structure information ishyper-links connecting one page to another.2Active data, which includes the di�erent kinds of code fragments contained in a Web page such as appletsand scripts, along with dynamic HTML, are becoming more prominent in the Web, but are not addressedin this paper.
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� Usage: The data that describes the pattern of usage of Web pages, such as IP ad-dresses, page references, and the date/time of accesses. This information can be ob-tained from Web server logs.� Administrative: Administrative data includes information that can not be automat-ically obtained from the server logs. This includes user registration data, etc.Several information abstractions can be derived from one or more types of data listedabove, which in turn can be used to perform di�erent kinds of analyses. The followingabstractions are used in this paper:� Page view: Due to the stateless connection model of the HTTP protocol, a singlerequest by a user in the form of a mouse click on a hypertext link often results inseveral �le requests in addition to the HTML page. This group of �les make up whatis sometimes referred to as a page view. By using the intra-page structure, all of the�les for a particular page view can easily be identi�ed in a server log and aggregatedinto a single data structure.� Click-stream: A click-stream is the sequence of pages accessed by a user (or group ofusers) during navigation of the Web. In general such a click-stream spans multiple websites, with one or more visits to a particular site, making its construction an especiallychallenging problem. In addition, a number of service requests are ful�lled directlyfrom proxy servers or local caches, about which the Web server has no information atall, and thus there can be substantial gaps in the click stream.� User transaction: It is widely believed that individual HTTP requests is too �nea granularity to analyze user behavior. However, this is exactly the level at whichdata is collected in Web server logs. [CMS99] has identi�ed the concept of a Webuser transaction, which is a unit of meaningful interaction between the user and theWeb server. This is done by clustering a sequence of HTTP requests from a user, withsu�cient proximity in time, into a user transaction.� Page type: Web pages can be classi�ed into various types based on their content,structure and other attributes. For example, the ratio of the number of links in a page{ 4 {



to the number of text units (say words) can be used as a measure for classifying pagesinto various types such as navigational, content, or hybrid. This issue is discussed indetail in [CMS99].Various kinds of analyses can be performed on these abstractions to extract knowledgeuseful for a variety of applications. A speci�c type of analysis is to make assertions aboutthe aggregate usage behavior of all users who visit pages of a Web site. For example, theassertion can be made that a pair of pages that have structural proximity (due to hyperlinksbetween them) and/or content proximity (since they have information on closely relatedtopics), are likely to be visited together often. Analysis of structure and content informationcan be used to make the initial assertion, and subsequent analysis of usage data can be usedto examine the truth of such an assertion.Note that in the above assertion, words such as likely and often are used rather than willand always. In an inductive analysis scenario with many sources of uncertainty as identi�edabove, the �rst set of words more accurately captures the nature of assertions that canbe made, making standard predicate logic too brittle a reasoning framework. Hence, theframework of support logic [Bal87] is used for analysis, as described in the next section.3 Evaluation of Beliefs in a Support Logic Framework3.1 Measures of InterestingnessThe ultimate goal of any data mining e�ort is to provide the analyst with results that areinteresting and relevant to the task at hand. [ST96] de�nes two types of interestingnessmeasures - objective and subjective. Objective measures rate rules based on the data usedin the mining process. Thresholds on objective measures such as con�dence,support, or chi-square [BMS97] are invaluable for reducing the number of generated rules, but often fall wellshort of the goal of only reporting rules that are of potential interest to the analyst.For subjective measures of interestingness, [ST96] de�nes two criteria to evaluate rulesand patterns. A rule is unexpected if it is \surprising" to the data analyst, and actionable ifthe analyst can act on it to his advantage. The degree to which a rule is actionable depends{ 5 {



on its application. Consider the use of association rules to restructure a Web site. Sincethe topology or content of a Web site can be modi�ed based on any discovered information,all rules are actionable for this application. [PT98] formally de�nes the unexpectedness ofa rule in terms of its deviation from a set of beliefs. [LHC97] has a broader de�nition ofinterestingness that includes discovered rules that are not speci�cally covered by an initialset of beliefs. In other words, a rule that doesn't contradict an existing belief, but pointsout a relationship that hadn't even been considered is also interesting. While both [LHC97]and [PT98] give examples of small sets of manually generated beliefs, neither addresses theissue of automated generation of a realistic belief set from a large amount of data.3.2 Support LogicA more general way to look at the problem of identifying the interestingness of discoveredpatterns is to consider each piece of information in terms of the evidence it gives for oragainst a given logical statement (belief). Baldwin's support logic [Bal87, RB89] provides aframework for this point of view. For a belief B, evidence collected for or against B can beused to form an evidence pair, [en; ep], where:en = necessary evidence in support of B (1)ep = possible evidence in support of B (2)(1� ep) = necessary evidence in support of :B (3)(1� en) = possible evidence in support of :B (4)(ep � en) = uncertainty of B (5)The values of en and ep must satisfy the constraint:en + (1� ep) � 1 (6)Figure 1 shows the concepts that map to each region of a belief scale, given en and ep.As an example, assume that evidence has been collected about the belief B(X; Y ), that Webpages X and Y are related. If all of the evidence is in support of B(X; Y ), the evidence pair{ 6 {
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Figure 1: Evidence pair values for a beliefis [1; 1]. On the other extreme, if all of the evidence is against B(X; Y ), the evidence pairis [0; 0]. If the data leads to a 25% degree of belief that B(X; Y ) is true, and a 40% degreeof belief that B(X; Y ) is false, then [0:25; 0:6] would represent the appropriate evidencepair. This says that the degree of uncertainty about B(X; Y ) is 35%. Finally, if there is noevidence pertaining to B(X; Y ), the evidence pair is [0; 1], giving an uncertainty of 100%.Independent of the type of the source for generating an evidence pair, pairs can be combinedper Baldwin's support logic programming calculus [Bal87] to obtain a single evidence pair perbelief. The basic rules are as follows:If B : [e1n; e1p] AND B : [e2n; e2p] are two independent evidencepairs about belief B, then conclude B : [en; ep], whereK = 1� e1n(1� e2p)� e2n(1� e1p) (7)en = [e1ne2n + e1n(e2p � e2n) + e2n(e1p � e1n)]=K (8)1� ep = [(1� e1n)(1� e2n) + (e1n � e1p)(1� e2n) + (e2n � e2p)(1� e1n)]=K (9)All beliefs have a default evidence pair value of [0,1] until some data is introduced thatpertains to that belief. As subsequent data relevant to a belief is analyzed, the evidence paircan be updated using equations 7, 8, and 9. For any data mining domain, the rules that aregenerated can be used to initialize a set of evidence pairs. A second set of evidence pairs canbe generated from domain knowledge. This is shown conceptually in Figure 2, where therectangle represents all of the beliefs that can be held about a particular domain. The regionwhere the ovals overlap represents the set of beliefs that have evidence pairs from both themined knowledge and the domain knowledge. This region is split into evidence pairs that{ 7 {
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Figure 2: Evidence collected about a set of beliefsreinforce each other, and evidence pairs that con
ict with each other. An interesting resultis a belief with evidence pairs from each source that are signi�cantly di�erent from eachother. \Signi�cantly di�erent" can be determined by setting threshold values for di�erencesin both en and ep. The formal de�nition of interesting is as follows:For a belief, B with an interestingness pair I(ni; pi), whereni = je1n � e2nj (10)pi = je1p � e2pj (11)B is interesting if:ni > Tn OR pi > Tp (12)whereTn = necessary evidence thresholdTp = possible evidence thresholdThe ability to set di�erent thresholds for changes in the evidence for or against a certainbelief can be important in domains where one is more signi�cant than the other3. Sincethe interestingness of a belief is de�ned by a real-valued pair, an ordering among interesting3For example, in anomaly detection such as credit card fraud, a small change in the evidence for anoccurrence of fraud is probably more interesting to an analyst than a larger change in the evidence againsta fraud occurring. { 8 {



Table 1: Comparison of Mined and Domain Knowledge Boolean Evidence PairsMined Domain Combined Figure 2 InterestingKnowledge Knowledge Knowledge Region Belief[0,0] [0,0] [0,0] 2 No[0,0] [0,1] [0,0] 1 Yes[0,0] [1,1] Null 3 Yes[0,1] [0,0] [0,0] 4 Yes[0,1] [0,1] [0,1] 5 No[0,1] [1,1] [1,1] 4 Yes[1,1] [0,0] Null 3 Yes[1,1] [0,1] [1,1] 1 Yes[1,1] [1,1] [1,1] 2 Nobeliefs can also be established. In the simplest case, all evidence is either 100% for a belief,100% against a belief, or there is no evidence about a belief. This leads to nine di�erentcases that can occur when comparing the mined knowledge to domain knowledge. These areshown in Table 1 along with the number of the region in Figure 2 that each case maps to,and whether or not the belief is considered interesting. For the two cases where the minedknowledge and domain knowledge are in complete disagreement, the combined evidencepair is \Null." This is because completely contradictory evidence can not, and should notbe automatically reconciled. Note that the de�nitions of interestingness from both [PT98]and [LHC97] are included in this framework. The [PT98] de�nition maps to region 3 ofFigure 2 and the [LHC97] de�nition maps to regions 1 and 3. However, as shown in Table 1,the support logic framework also includes beliefs that fall into region 4 as interesting. Theseare the beliefs with evidence from domain knowledge that the mined knowledge does notaddress.3.3 Generation of Belief Sets for Web Usage MiningFor Web Usage Mining, there are two sets of domain knowledge from which evidence pairscan be created; the content and structure data. The task of reconciling con
icting evidencefrom the content and structure data falls under the category of Web Content Mining, whichis beyond the scope of this paper. The assumption is that content and structure data can{ 9 {



Table 2: Examples of Web Usage Information that will be automatically 
agged as InterestingMined Knowledge Domain Knowledge Interesting Belief ExampleSourceGeneral Usage Site Structure The head page is not theStatistics most common entry point for usersGeneral Usage Site Content A page that is designed toStatistics provide content is being used as anavigation pageFrequent Itemsets Site Structure A frequent itemset containspages that are not directly linkedUsage Clusters Site Content A usage cluster containspages from multiple content clustersbe used as surrogates for the Web site designer's domain knowledge. Links between pagesprovide evidence in support of those pages being related. The stronger the topologicalconnection is between a set of pages, the higher the value of en is set for the evidence pair.Evidence pairs based on the site content can also be automatically generated by lookingat content similarity, and assigning values of en and ep based on the calculated \distance"between pages. Table 2 gives some examples of the types of interesting beliefs that can beidenti�ed in the Web Usage Mining domain using the framework described in the previoussection.As a quantitative example, consider a Web page that is used 70% of the time as a contentpage and 30% of the time as a navigation page, as determined from a Web server log. Thiswould lead to an evidence pair equal to [0.7,0.7] for the belief that the page is a content page.By looking at the page content and structure, an evidence pair equal to [0.6,0.9] might becreated. This means that the interestingness of the belief that this page is a content pageis I(0.1,0.2), based on equations 10 and 11. Essentially, the content and structure con�rmthe usage of the page, and unless the interestingness thresholds are set fairly low, the beliefthat this page is a content page would not be considered interesting.
{ 10 {
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 Figure 3: High Level Web Usage Mining Process4 The WebSIFT SystemThe WebSIFT system, which is based on the WEBMINER prototype [CMS97], divides theWeb Usage Mining process into three main parts, as shown in Figure 3. For a particular Website, the three server logs - access, referrer, and agent, the HTML �les that make up the site,and any optional data such as registration data or remote agent logs provide the informationto construct the di�erent information abstractions de�ned in Section 2. The preprocessingphase uses the input data to construct a user session �le, which is the best estimate of theuser's browsing behavior based on the methods and heuristics discussed in [CMS99]. Inaddition to being used to derive a site topology, the site �les are used to classify the pagesof a site. Both the site topology and page classi�cations are then fed into the information�lter, which is described in detail in the next section.The knowledge discovery phase uses existing data mining techniques to generate rulesand patterns. Included in this phase is the generation of general usage statistics, such asnumber of \hits" per page, page most frequently accessed, most common starting page, andaverage time spent on each page. The discovered information is then fed into various patternanalysis tools. The WebSIFT system, shown in detail in Figure 4, has been implementedusing a relational database, procedural SQL, and the Java programming language. Java{ 11 {



Database Connectivity (JDBC) drivers are used to interface with the database. Althoughalgorithms have been identi�ed and tested for individual portions of the system, only thegeneration and �ltering of frequent itemsets, association rules, and general statistics is fullyautomated at this time.5 Filtering of Knowledge based on InterestingnessThe current implementation of the WebSIFT system uses two di�erent ways to identifyinteresting results from a list of discovered association rules. The �rst approach correspondsto �nding all the rules that fall into region 1 of Figure 2, the beliefs with only mined evidence(BME). This is accomplished by declaring rules that contain pages not directly connectedto each other to be interesting. In the second approach, the WebSIFT information �lterattempts to identify beliefs with only domain evidence (BDE). Since the site structure mapsto the belief set of what pages should be accessed together, the absence of rules containingthese directly linked pages should be interesting. This algorithm will use the site structure toconstruct pairs of connected pages, and declare the pairs that are missing from the discoveredknowledge to be interesting. Frequent itemsets, a more basic form of mined knowledge,are used as the input for the algorithms. Interesting frequent itemsets can be convertedto association rules or sequential patterns if so desired. In both approaches, the discovereditemsets that fall into the reinforcing evidence regionwill be labeled as uninteresting. Becauseboth the domain evidence from the site structure and mined evidence from the frequentitemsets only provide evidence in support of a given belief, there will be no con
icting setsof evidence (region 3 of Figure 2).5.1 The BME AlgorithmThe BME algorithm removes uninteresting itemsets that con�rm directly connected pages.The site structure can be modeled as a graph, with pages as nodes and hypertext links asedges. In this conceptual model, the algorithm for determining interesting frequent itemsets�nds the number of connected components required to cover all pages in an itemset. If asingle connected component can represent all the pages in an itemset, this con�rms the belief{ 12 {
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Figure 5: Sample Web Site|Arrows between the pages represent hypertext linksthat the connected pages will be accessed together, and such an itemset is declared to beuninteresting. Conversely, if it requires more than one connected component to cover all ofthe itemset pages, this frequent itemset is reported as interesting.5.1.1 NotationThe site structure can be represented as an undirected graph SG = (VSG; ESG), where VSGis a set of nodes representing the pages at the site, and ESG is a set of edges that representthe hyperlinks connecting these pages.A set of frequent itemsets is denoted as F = fI1; I2; � � � ; Ikg where each Ij � VSG (8j :1 � j � k) is an itemset. Each itemset Ij can be represented as an undirected graphFGj = (VFGj ; EFGj), where VFGj is the set of all items in Ij and EFGj corresponds to the set ofundirected edges that are present among these items in the site graph SG. Note that SG isrepresented as an undirected graph since the only concern is whether or not the componentsof the graph are connected.5.1.2 ExampleAs an example of how the algorithm works, consider the Web site depicted in Figure 5and the set of frequent itemsets shown in Table 3. Initially, the set of frequent itemsets ispruned to remove itemsets that are proper subsets of larger itemsets. At the end of thispruning step, F contains only ff B,E g, f C,E g, f A,B,C g g (single item frequent itemsets{ 14 {



Table 3: Frequent itemsets for sample Web siteSize SetsSingle Item fAg,fBg,fCg,fEg,fGgTwo Item fA Bg,fA Cg,fB Cg,fB Eg,fC EgThree Item fA B CgTable 4: The BME AlgorithmAlgorithm BME1. let SG = (VSG; ESG) denotes the site structure2. let F = fI1; I2; � � � ; Ing denotes the discovered frequent itemsets3. for each itemset I 2 F do4. if 9J 2 F such that I � J5. then remove I from F6. for each itemset i 2 F do7. FG  CreateGraph(i; ESG);8. if Connected(FG) > 1 then add i to Result9. end;are not used in this algorithm). Next, for each of the remaining itemsets, the algorithm usesthe site structure to determine the number of connected components in the itemset. If thereare two or more connected components, the itemset is declared to be interesting. It canbe easily seen from Figure 5 that f C, E g is the only itemset that creates more than oneconnected component. Hence, it is the only itemset declared to be interesting by the BMEalgorithm.5.1.3 Algorithm and Complexity AnalysisInitially, the set of frequent itemsets F is pruned to remove all the proper subsets (lines3 to 5 of Table 4). Next, for each remaining itemset, an undirected graph FG is constructedbased on the page references within the itemset (line 7). The Connected() function returnsthe number of connected components of the graph FG. If the itemset generates more thanone connected component, it is added to the Result set.The analysis of the above algorithm can be done as follows. Let n be the number ofpruned frequent itemsets, ki = jIij, andm is the average time to determine if two itemsets areconnected to one another. The time complexity of this algorithm is T = Pni=1 kim. Assuming{ 15 {



Table 5: The BFE AlgorithmAlgorithm BFE1. let S = (VSG; ESG) denote the site structure2. let F = fi1; i2; � � � ; ikg denote the discovered frequent itemsets3. for each pair (i; j) where i 2 VSG, j 2 VSG, i 6= j do4. if (i; j) 2 ESG5. then insert fi; jg into Temp6. Result ! Temp � Fkmax is the size of the largest itemset, the worst-case time complexity is O(mnkmax).5.2 The BDE AlgorithmAs previously discussed, if two pages are directly linked but do not occur together in afrequent itemset, this information can be as important as the existence of frequent itemsetsthat are not supported by the site structure. The essential idea of this algorithm is to generateall pairs of connected pages based on the site structure, and then perform a pruning step byremoving the pairs that already exist in the discovered frequent itemsets.5.2.1 ExampleConsider again the graph shown in Figure 5 and the set of discovered frequent itemsets givenin Table 3. Further, suppose that only pages A, B, C, E, and G are visited often enough tomeet the minimum support threshold (this is the list of single item frequent itemsets). Basedon the site structure, the following set of connected pages are generated : f (A,B), (A,C),(B,E), (B,G) g. Upon removing the itemsets found in the discovered knowledge (Table 3),only f(B,G)g is reported as interesting.5.2.2 Algorithm and Complexity AnalysisFor each pair of page references in the site structure, the algorithm checks if there is anedge connecting them (line 4 of Table 5). If so, the pair of pages is added to the Temp set(line 5) . The �nal result is obtained by removing the itemsets that appear in the discoveredfrequent itemsets from the Temp set (line 6).{ 16 {



The above algorithm has a time complexity of O(jVSGj2). This can be improved byperforming a depth-�rst search on the site structure and adding the pair fi; parent(i)g intothe Temp set every time a new node i is discovered. Such an algorithm will have a complexityof O(jVSGj+ jESGj).6 Experimental Evaluation6.1 Experimental DesignThe experiments described in this section were performed on a Web server log from theUniversity of Minnesota Department of Computer Science and Engineering Web site;http://www.cs.umn.edu/. The server log collects data in the combined log format, with theaccess, agent, and referrer data all collected in a single �le. The log used was from eightdays in February, 1999. The physical size of the log was 19.3 MB and it consisted of 102,838entries in its raw form. Once preprocessing was completed, there were 43,158 page viewsdivided among 10,609 user sessions.6.2 Interesting Frequent ItemsetsA threshold of 0.1% for support was used to generate 693 frequent itemsets, with a maxi-mum set size of six pages. There were 178 unique pages represented in all of the rules. Boththe BME and BDE algorithms described in the previous section were run on the frequentitemsets. The BME algorithm resulted in 11 frequent itemsets being declared as poten-tially interesting, and the BDE algorithm resulted in 10 missing page pairs being declaredas potentially interesting. Tables 6 and 7 show the interesting results identi�ed by eachalgorithm.Of the frequent itemsets shown in Table 6, the two about the graduate handbook (num-bers 10 and 11) are of note because these pages are out-of-date. A page with the 1998-99graduate handbook exists, and the links from all site pages to the older handbooks havebeen removed. However, since the pages were not actually removed from the site, users withbookmarks to the old handbooks continue to reference them, unaware that the informa-{ 17 {



Table 6: Interesting frequent itemsets identi�ed by BME algorithm# Mined Support(%) Related Pages1 0.10 /Research/, /tech reports/2 0.10 /employment/, /newsletter/3 0.10 /faculty/, /newsletter/4 0.10 /icra99/ICRA99-Index.htm, /icra99/Notice.html,/icra99/TechnProgram.htm, /icra99/advanceprogram2.htm5 0.10 /new/, /sem-coll/6 0.10 /reg-info/98-99 schedule.html, /reg-info/ss1-99.html,/reg-info/ss2-99.html7 0.11 /Research/Agassiz/, /faculty/8 0.11 /icra99/Notice.html, /icra99/best.html9 0.11 /icra99/Proceeding-Order.htm, /icra99/Registration.htm10 0.22 /grad-info/, /grad-info/97-98-grad-handbook.html11 0.25 /grad-info/, /grad-info/96-97-grad-handbook.htmltion is out-of-date. The support of these itemsets is 0.25% and 0.22%, meaning they wouldhave been missed if the support had been set higher to limit the total number of itemsetsdiscovered.In Table 7, the fourth pair of pages is of note because the sole purpose of the �rst pageis as an entry page to a particular research group's pages. However, the link from the �rstpage is 
ashing and located fairly low on the page. This indicates a design problem sincenot all of the visitors from the �rst page are visiting the second.7 ConclusionsUsing the support logic model, this paper has developed a general framework for determiningthe interestingness of mined knowledge. The framework leverages the power of a robust logicsystem based on fuzzy logic and evidential reasoning, that is capable of reasoning aboutevidence from multiple sources about a given belief. Both reinforcing and con
icting piecesof evidence can be handled. In addition, automated methods for generating evidence insupport of beliefs have been de�ned and tested for the Web Usage Mining domain. Froma set of almost 700 discovered frequent itemsets, 21 interesting itemsets were identi�ed.Of these 21 interesting itemsets, two identi�ed out-of-date information that needed to be{ 18 {



Table 7: Interesting page pairs identi�ed by BDE algorithm# Web Pages1 /Research/Agassiz/agassiz pubs.html, /Research/Agassiz/agassiz people.html2 /Research/GIMME/tclprop.html, /Research/GIMME/Nsync.html3 /Research/airvl/minirob.html, /Research/airvl/loon.html4 /Research/mmdbms/home.shtml, /Research/mmdbms/group.html5 /newsletter/kumar.html, /newsletter/facop.html6 /newsletter/letter.html, /newsletter/facop.html7 /newsletter/letter.html, /newsletter/kumar.html8 /newsletter/newfac.html, /newsletter/facop.html9 /newsletter/newfac.html, /newsletter/kumar.html10 /newsletter/newfac.htm, /newsletter/letter.htmlremoved from a Web site, and one pointed out an instance of poor page design.Future work will include implementation and testing of an information �lter that takesfull advantage of the fuzzy logic capabilities of the support logic framework. In addition,evidence from both Web site structure and content will be combined prior to comparisonwith usage evidence.References[AS94] R. Agrawal and R. Srikant. Fast algorithms for mining association rules. In Proc. of the20th VLDB Conference, pages 487{499, Santiago, Chile, 1994.[Bal87] J. F. Baldwin. Evidential support logic programming. Fuzzy Sets and Systems, 24(1):1{26, 1987.[BMS97] S. Brin, R. Motwani, and C. Silverstein. Beyond market baskets: Generalizing associationrules to correlations. In ACM SIGMOD International Conference on Management ofData, 1997.[CMS97] Robert Cooley, Bamshad Mobasher, and Jaideep Srivastava. Web mining: Informationand pattern discovery on the World Wide Web. In International Conference on Toolswith Arti�cial Intelligence, pages 558{567, Newport Beach, 1997. IEEE.[CMS99] Robert Cooley, Bamshad Mobasher, and Jaideep Srivastava. Data preparation for miningWorld Wide Web browsing patterns. Knowledge and Information Systems, 1(1), 1999.[CPY96] M.S. Chen, J.S. Park, and P.S. Yu. Data mining for path traversal patterns in a webenvironment. In 16th International Conference on Distributed Computing Systems, pages385{392, 1996.[FWP] Funnel Web Professional. http://www.activeconcepts.com.{ 19 {
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