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Abstract. Supervised learning algorithms usually require large
amounts of training data to learn reasonably accurate classifiers. Yet,
in many text classification tasks, labeled training documents are expen-
sive to obtain, while unlabeled documents are readily available in large
quantities. This paper describes a general framework for extending any
text learning algorithm to utilize unlabeled documents in addition to
labeled document using an Expectation-Maximization-like scheme. Our
instantiation of this partially supervised classification framework with a
similarity-based single prototype classifier achieves encouraging results
on two real-world text datasets. Classification accuracy is reduced by up
to 38% when using unlabeled documents in addition to labeled docu-
ments.

1 Introduction

With the enormous growth of on-line information available through the World
Wide Web, electronic news feeds, digital libraries, corporate intranets, and other
sources, the problem of automatically classifying text documents into predefined
categories is of great practical importance in many information organization and
management tasks.

This classification problem can be solved by applying supervised learning al-
gorithms which learn reasonably accurate classifiers when provided with enough
labeled training examples [4,14]. For complex learning tasks, however, providing
sufficiently large sets of labeled training examples becomes prohibitive because
hand-labeling examples is expensive. Therefore, an important issue is to reduce
the need for labeled training documents. As shown in [9], a promising approach
in text domains is to use unlabeled documents in addition to labeled documents
during the learning process. While labeled documents are expensive to obtain,
unlabeled documents are often readily available in large quantities.

Why does using unlabeled data help? As pointed out by [9] and [6], it is
well known in information retrieval that words in natural language occur in
strong co-occurrence patterns [13]. While some words are likely to co-occur in
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one document, others are not. When using unlabeled documents we can exploit
information about word co-occurrences that is not accessible from the labeled
documents alone. This information can increase classification accuracy.

Nigam et al. [9] use a multinomial Näıve Bayes classifier in combination
with the Expectation Maximization (EM) algorithm [3] to make use of unla-
beled documents in a probabilistic framework. They show that augmenting the
available labeled documents with unlabeled documents can significantly increase
classification accuracy. In this paper we drop the probabilistic framework and
extend the EM-like scheme to be used with any text classifier.

The remainder of the paper is organized as follows. Section 2 gives a brief
introduction to text classification and two traditional learning algorithms which
are used later on. In Section 3, our algorithm for combining labeled and unlabeled
documents in an EM-like fashion is described. Some experimental results are
presented in Section 4. Section 5 lists some related work, and Section 6 concludes
this paper.

2 Text Classification

The task of text classification is to automatically classify documents into a pre-
defined number of classes. Each document can be in multiple, exactly one, or no
class. In the experiments presented in Section 4, the task is to assign each docu-
ment to exactly one class. Using supervised learning algorithms in this particular
setting, a classifier can try to represent each class simultaneously. Alternatively,
each class can be treated as a separate binary classification problem where each
binary problem answers the question of whether or not a document should be
assigned to the corresponding class [6].

2.1 Document Representation

In information retrieval, documents are often represented as feature vectors, and
a subset of all distinct words or word stems occurring in the given documents are
used as features. Words that frequently occur in many documents (stop words
like ”and”, ”or” etc.) or words that occur only in very few documents may be
removed. Further, measures such as the average mutual information with the
class labels can be used for feature selection [15]. Each feature is given a weight
which depends on the learning algorithm at hand. This leads to an attribute-
value representation of text. Possible weights are, e.g., binary indicators for the
presence or absence of features, plain feature counts—term frequency (tf)—or
more sophisticated weighting schemes, such as multiplying each term frequency
with the inverted document frequency (idf) [12]. Finally, each feature vector may
be normalized to unit length to abstract from different document lengths.

2.2 Learning Algorithms

A variety of text learning algorithms have been studied and compared in the
literature, e.g. see [4] and [14].
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Näıve Bayes Classifier For comparison we apply the multinomial Näıve Bayes
classifier which uses the term frequency as feature weights as described in [9].
The idea of the Näıve Bayes classifier is to use the joint probabilities of words
(features) and classes to estimate the probabilities of the classes given a docu-
ment. A document is then assigned to the most probable class.

Single Prototype Classifier Further, we use a similarity-based method based
on tfidf weights which we denote as single prototype classifier (SPC). It is a vari-
ant of Rocchio’s method for relevance feedback [10] applied to text classification
and is also described as the Find Similar algorithm in [4]. The classifier models
each class with exactly one prototype computed as the average (centroid) of all
available training documents. We use a scheme for setting feature weights which
is denoted as ltc in SMART [11] notation. A document is assigned to the class
of the prototype to which it has the largest cosine similarity.

3 Partially Supervised Learning

This section describes a family of partially supervised learning algorithms for
combining labeled and unlabeled documents, extending the work of [9].

3.1 General Framework

A general approach for utilizing information given by unlabeled data is to apply
some form of clustering. Treating the class labels of the unlabeled documents as
missing values, an EM-like scheme can be applied as described below. Table 1
gives an outline of this framework.

Given a set of training documents D, for some subset of the documents
di ∈ Dl we know the class label yi, and for the rest of the documents di ∈ Du,
the class labels are unknown. Thus we have a disjoint partitioning of our training
documents into a labeled set and an unlabeled set of documents D = Dl ∪Du.
The task is to build a classifier based on the training documents, D, for predicting
the class label of unseen unlabeled documents.

First, an initial classifier, H , is build based only on the labeled documents, Dl.
Then the algorithm iterates the following three steps until the class memberships
given to the unlabeled documents, Du, by the current classifier, H , do not change
from one iteration to the next. Corresponding to the E-step, the current classi-
fier, H , is used to obtain classification scores for each unlabeled document. The
classifier may respond with any type of classification scores, they need not be
probabilistic. In order to abstract from the classifier’s response, in the next step
we transform these scores into class memberships, yielding a class membership
matrix, Uu ∈ [0, 1]c×|Du|, where c is the number of classes. The sum of class
memberships of a document over all classes is assumed to be one. Possible trans-
formations are, for instance, normalizing the scores or using hard memberships,
e.g. setting the largest score to one and all other scores to zero. The transforma-
tion function should depend on the classifier at hand such that it knows how to
make use of the class membership matrix, Uu. Using hard memberships always
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Table 1. EM-like algorithmic framework for partially supervised learning

• Inputs: Sets Dl and Du of labeled and unlabeled documents.
• Build initial classifier, H , based only on the labeled documents, Dl.
• Loop while classifying the unlabeled documents, Du, with the current classifier, H ,

changes as measured by the class memberships of the unlabeled documents, Uu:
• (E-step) Use the current classifier, H , to evaluate classification scores for each

unlabeled document.
• Transform classification scores into class memberships of the unlabeled docu-

ments, Uu.
• (M-step) Re-build the classifier, H , based on labeled documents, Dl, and

unlabeled documents, Du, with labels obtained from Uu.
• Output: Classifier, H , for predicting class labels of unseen unlabeled documents.

allows us to use any traditional classifier. Now, provided with the class member-
ship matrix, Uu, a new classifier, H , can be build from both, the labeled and
unlabeled documents. This corresponds to the M-step. The final classifier, H ,
can then be used to predict the class labels of unseen test examples.

3.2 Instantiations

In order to apply this algorithmic framework, the underlying classification algo-
rithm and the function for transforming classification scores have to be specified.

Näıve Bayes Classifier When using a Näıve Bayes classifier and leaving the
resulting probabilistic classification scores unchanged, we end up with the algo-
rithm given in [9]. This instantiation has a strong probabilistic framework and
is guaranteed to converge to a local minimum as stated by [9].

Single Prototype Classifier Next, we will use the single prototype classifier
in combination with a transformation of classification scores into hard class
memberships. Hence, this instantiation of our partially supervised algorithmic
framework turns out to be a variation of the well known hard k-means clustering
algorithm [7]. The difference is that the memberships of the labeled documents
remain fixed during the clustering iterations. The traditional k-means algorithm
is guaranteed to converge to a local minimum after a finite number of iterations.
What about our partially supervised variant?

The proof of convergence for the traditional k-means algorithm is based on
the fact that there is only a finite number of hard partitionings of training
documents into classes and that the sum of squared distances between prototypes
and training documents, J , does not increase while iteratively updating the class
memberships and the prototypes. Therefore, the algorithm must converge in a
finite number of steps.

The calculation of cluster prototypes based on training documents and their
hard class labels is the same in our partially supervised algorithm. Hence, this
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step does not increase J . As mentioned above, the update rule for the class mem-
bership matrix in our algorithm differs from the traditional k-means algorithm.
The class labels of the labeled documents remain fixed while the unlabeled doc-
uments are assigned to the closest prototype. The latter is equivalent to the
traditional k-means algorithm and thus does not lead to an increase in J either.
Further, note that fixed class memberships cannot cause J to change. Thus,
our partially supervised algorithm will also converge to a local minimum after a
finite number of steps.

4 Experimental Results

This section gives empirical evidence that combining labeled and unlabeled docu-
ments with certain text classifiers using the algorithmic framework in Table 1 can
improve traditional text classifiers. Experimental results are reported on two dif-
ferent text corpora which are available at http://www.cs.cmu.edu/∼textlearning.
We use a modified version of the Rainbow system [8] to run our experiments.
Following the setups in [9], we run the experiments with the partially supervised
single prototype classifier as described Section 3. The results are compared to
the partially supervised Näıve Bayes approach as given in [9].

4.1 Datasets and Protocol

The 20 Newsgroups dataset consists of 20017 articles divided almost evenly
among 20 different UseNet discussion groups. The task is to classify an article
into the one of the twenty newsgroups to which it was posted. When tokenizing
the documents, UseNet headers are skipped, and tokens are formed from con-
tiguous alphabetic characters. We do not apply stemming, but remove common
stop words. While all features are used in the experiments with the Näıve Bayes
classifier, for the single prototype classifier, we limit the vocabulary to the 10000
most informative words, as measured by average mutual information with the
class labels. We create a test set of 4000 documents and an unlabeled set of 10000
documents. Labeled training sets are formed by partitioning the remaining 6000
documents into non-overlapping sets. All sets are created with equal number of
documents per class. Where applicable, up to ten trials with disjunct labeled
training sets are run for each experiment. Results are reported as averages over
these trials.

The WebKB dataset contains 8145 web pages gathered from four university
computer science departments. Only the 4199 documents of the classes course,
faculty, project, and student are used. The task is to classify a web page into
the appropriate one of the four classes. We do not apply stemming and stop-
word removal. The vocabulary is limited to the top 300 words according to
average mutual information with the class labels in all experiments. To test in
leave-one-university-out fashion, we create four test sets, each containing all the
pages form one of the four complete computer science departments. For each
test set, an unlabeled set of 2500 pages is created by randomly selecting from
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Fig. 1. Classification accuracy of the partially supervised learning framework
(EM) using the Näıve Bayes classifier (NB) and the single prototype classifier
(SPC) compared to the traditional classifiers on the 20 Newsgroups dataset (left)
and on the WebKB dataset (right). Note the magnified vertical scale on the right

the remaining pages. Different non-overlapping labeled training sets are created
from the remaining web pages. Results are reported as averages over the four
different test sets.

4.2 Results

Figure 1 shows the effect of using the partially supervised learning framework
with the Näıve Bayes classifier (NB) and the single prototype classifier (SPC) on
the 20 Newsgroups dataset and the WebKB dataset. The horizontal axis indicates
the amount of labeled training data on a log scale. Note that, for instance, 20
training documents for the 20 Newsgroups and four documents for the WebKB
dataset correspond to one training document per class. The vertical axis indicates
the average classification accuracy on the test sets. We vary the number of labeled
training documents for both datasets and compare the results to the traditional
classifiers which do not use any unlabeled documents.

In all experiments, the partially supervised algorithms perform substantially
better when the amount of labeled training documents is small. For instance,
with only 20 training examples for the 20 Newsgroups dataset, the partially su-
pervised SPC reaches about 52% accuracy while the traditional SPC achieves
22%. Thus, the classification error is reduced by about 38%. For the NB, accu-
racy increases from 20% to about 35% when using unlabeled documents with 20
labeled training examples. For the WebKB dataset, the performance increase is
much smaller, especially for the SPC. However, note that there are four times
less unlabeled documents for the experiments on this dataset. As can be ex-
pected, the more labeled documents are available, the smaller the performance
increase. Note that especially for the SPC, accuracy even degrades when using
unlabeled documents with a lot of labeled documents. We hypothesize that when
the number of labeled documents is small, the learning algorithm is desperately
in need for help and makes even good use of uncertain information as provided
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by unlabeled documents. However, when the accuracy is already high without
any unlabeled documents, i.e. when there are enough labeled documents, adding
uncertain information by means of unlabeled documents does not help but rather
hurts classification accuracy.

5 Related Work

The family of Expectation-Maximization (EM) algorithms and its application
to classification is broadly studied in the statistics literature. R.J.A. Little [3]
mentions the idea of using an EM-like approach to improve a classifier by treat-
ing the class labels of unlabeled documents as missing values. Emde describes a
conceptual clustering algorithm that tries to take advantage of the information
inherent to the unlabeled data in a setting where the number of labeled data
is small [5]. Blum and Mitchell [2] use co-training to make use of labeled and
unlabeled data in the case that each example has at least two redundantly suffi-
cient representations. Bensaid and Bezdek try to use information inherent to the
labeled data to help clustering the unlabeled data [1]. In current work by Ben-
said and the author, this approach is applied to text classification. As mentioned
in Sections 1 and 3, this paper describes a generalization of the work done by
Nigam et al. [9]. They use a multinomial Näıve Bayes classifier in combination
with the EM-algorithm to make use of unlabeled documents. Joachims explores
transductive support vector machines for text classification [6]. This approach
uses the unlabeled test documents in addition to the labeled training documents
to better adjust the parameters of the support vector machine. Although de-
signed for classifying the documents of just this test set, the resulting support
vector machine could as well be applied to classify new, unseen documents as
done in this paper. However, as yet there is no empirical evidence of how well
this works.

6 Conclusions and Future Work

This paper presents a general framework for partially supervised learning from
labeled and unlabeled documents using an EM-like scheme in combination with
an arbitrary text learning algorithm. This is an important issue when hand-
labeling documents is expensive but unlabeled documents are readily available
in large quantities.

Empirical results with two real-world text classification tasks and a similarity-
based single prototype classifier show that this EM-scheme can successfully be
applied to non-probabilistic classifiers. The applied instantiation of our frame-
work is a variant of the traditional hard k-means clustering algorithm where the
class memberships of some training documents, namely the labeled documents,
are fixed. The single prototype classifier seems to be well suited for classification
tasks where the number of labeled documents is very scarce. For larger numbers
of labeled documents, the Näıve Bayes classifier is superior.
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Adding unlabeled documents to a larger number of labeled training docu-
ments may even hurt classification accuracy when using the single prototype
classifier. Future work will focus on preventing the unlabeled documents from
degrading performance. An interesting approach is to introduce a weight to ad-
just the contribution of unlabeled documents as discussed in [9].

So far we applied only very simple learning algorithms because the successful
application of more sophisticated methods seems doubtful when only very few
labeled training documents are present. Nevertheless, other learning algorithms
are being tested in current research. Our conjecture is that this framework works
well for learning algorithms that aggregate document information for each class
into a single representative like the two methods applied in this paper. By con-
trast, approaches like the nearest neighbor rule are likely to fail since they do not
generalize and thus cannot exploit information inherent to unlabeled documents.
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