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Abstract. This aticle preserg a new ad robus watermarking méiod in the
frequeny domain thaimproves ove the exiging ones It is robug to JPEG
compresson, vel configurable simple eficient and very eag to implement.
Apart fron JPES test it shows vel good resultsri dl tests g@plied.

1 Introduction

The devebpment é digital technologie has mae possit# the transnsisbn and
storag d big multimedia information amount3his is mae at lav costs without
gudity loses and dficiently. This good new brings also n& dangers Multimedia
creatos ae waried about their intdectual popery rights [1,§ because, nhowadays,
it is not ony possibé but ale eay to make severalopies o any work [7]. A clear
exampe d this is must stored in CD’slt is possibé 1o make a lgh qudity copy of a
CD with a RC in less tha haf an hour Furthermoe the coscan be less tma5% of
the original Watermarking could be an accugrtsoldion for proecting intdélectual
propery rights d any kind, incuding imagesaudio, and video.

2 Our algorithm

Our watermarking method focusem digitd images It works in the frequency domain
(in the Discrete Cosine Transformed (DCdoman to be exact) Working in that
domah make ou mettod moe resistanto JPES comprasian dtacks than if we
work directly ove the pixeb smce domain In this sense Cax work [3,4 is
remarkabé because it is end the firsts tha propose © embed watermaskin
perceptually sgnificart conponens d a sgnal, in orde to ge highe robustnes and
to avoid quéity loses.

Two requiremertt ae needed to eswatermarkig techniquesimpeicegibility and
robustnes against imagprocessig algoithms and forgery #acks [2]. Our proposal,
called Sonya tries o improve the cuent models The man advantage d this new
method versus fawus Langebar one [pare:



- Bdter resistane b JPE5 compraesbn and to otheatacks gdting a better
dekecta repon® with the same qudy facta Q. In orde to achiee this targe we
use lower frejJueny codficients than othe approaches.

- Eay to use.

- Good exection speed

Let us explain how it works We have an image we wat mark. W& can divide it,
for instarce, n blocks @& 8x8 pixels The® blocls will be our8x8 DCT blocks when
we transfom the datad the frejueny domain. Tle tag or watermarlsimac by a It

series as fdows: L,L,.....L.. The tag can represent information abow tdwner or

the input to a data base table where copyright data are related to the etener

The aporithm modifies different codficients if the Lt that is supposk to be
embealdd is “1” or “0”. In orde to have a watermirtha can resispossibé attacks,
low frequengy codficients ae the nodified ones The way ths is dones estabshing

its valle © 0. Ths varidion dlows us b identify the marked cdécients later
becaue unde a thretold next to 0 (U_deiction) thg are consideré marked. We
should choog a marking threshold (U_marked) itk the feature that n8x8 DCT

block with a value oveit is marked Only those 8x8 DCT blocks unde this threshold
are marked.

One d the man features b8x8 DCT blocks is thd their frequencies ae ordered the
way the fdlowing figure fiows:
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Figure 1: Ordination of &8 block of DCT codficients. AC is the coefficient
associatd with the hghes frequeny and OC with the lowest

2.1 Marking Process

The marking process works this way:



o If the tag-fit we wan to embed 3 “1" the shadoweé codficients in the
following figure ([Diagonal_one), shown & a example are nodified
estaltishing its vale © 0.

!
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Figure 2: Codficients tha has © be nodified in orde to embed., = 1

If we estalish the valueDiagonal_one =| C(0,1) | + | C(1,0) |,
to modify the coefficierst it must e true that:
Diagonal_one £ U_marked =» C(0,1) = 0 and C(1,0) = 0.
Else, we should go ahead with next 8x8 DCT block.
Guessing an U_marked = 600
Diagonal _one =132 +411,9 = 543,9 < 600

The sum of the absolute values of the 2 coefficients (Diagonal_one) is lower than
U_marked, so we mark:

Before marking C(0,1) = -132 > After marking C(0,1) = 0.

Before marking C(1,0) = 411,9 - After marking C(1,0) = 0.



o If the Lt of the tag ve like © embed 3 “0” we modify the shadowed
codficients in the fdlowing figure (Diagonal_zero) estaltishing its vale to
0.
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Figure 3: Codficients tha hawe © be nodified if we wart to embed., = 0

If we estalish the valueDiagonal_zero =| C(1,1) | +| C(2,0) |, in orde to modify the
shalowd codficients we have @ proceed tls way:

If Diagonal_zero <U_marked =» C(1,1) =0 andC(2,0) =0.
Else we go ahead ith the nex 8x8 DCT block.
Guessing the samé&_marked = 600 & we dd in the lascase:
|C(1,1) | +|C(2,0)| =619 + 1156 = 177,5< 600

The sun of the absolute valuesf doth codficients is lowe than U_marked, 0 we
proceed to mark:

Before markng C(1,1) = -619 - After marking C(1,1) = 0.

Before markng C(2,0) = 1156 - After marking C(2,0) = 0.



2.2 Detection Process

We choose an U_detection next to 0 under which the 8x8 DCT block is considered
marked. Now we have two possibilities:

If Diagonal_one < Diagonal_zero and Diagonal_one < U_detection
= L, (bittoextract) =1

If Diagonal_zero < Diagonal_one and Diagonal_zero < U_detection
= L, (bit to extract) = 0.

We have only a problem to solve. Let us observe the following 8x8 DCT block:

5855 [-132 |-2.1 |-127 |11 -2.3 [-51 [-4.5
4118 [-2,7 |-332 |-18 |04 SR [-87 4.8
13 1263 [-47.3 |52 -24 (4.2 [-57 (4.3
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Figure 4: DCT problematic coefficients

If we like to embed a 1, we should proceed as we did in the example of figure 2
modifying C(0,1) and C(1,1). The problem is that after opening the image for
marking it, apply the DCT to it and the IDCT (inverse DCT), the values of the
marked coefficients are not 0. They have been softly disturbed to a value next to zero.
During detection process, if the sum of |C(1,1)| + |C(2,0)| has a high value, much
higher than 0, there is no problem, but what happens if the sum of |C(1,1)| + |C(2,0)|
has avalue very close to 0?

The values of Diagonal_one and Diagonal_zero after marking will be very low,
close to zero and very similar between them. This produces an ambiguous situation
while detection, because it is perfectly possible to detect a 1 when a 0 was embedded
and the other way round.



To solve the problem, we have raised the value of the non-modified coefficient pair in
the marking process, if they are under U_marked. We define an increment, and we
have two possible situations:

If we mark Diagonal_one and the value of Diagonal_zero < U_marked
> Diagonal_zero = Diagonal _zero + increment.

If we mark Diagonal_zero and the value of Diagonal_one < U_marked
-> Diagonal_one = Diagonal_one + increment.

Increasing the value of the non-marked diagonal when it is under the marking
threshold, it is guaranteed that it goes away from 0 in the detection process,
decreasing the probability of wrong positive resullts.

Let us show the marking algorithm more in detail.

2.3 Marking Algorithm Revisited

The steps of the algorithm are the following:

¢ Weestablish the values of these parameters:

e U_marked : limit under which we proceed to mark an 8x8 DCT block.

e increment : quantity that is added to the non marked coefficients under U_
marked.

e The counter i of the 8x8 DCT blocksisinitialized to 0. The counter j of tag-bitsis
initialized to 0.

* An8x8 DCT block, b, is selected from theimage | in order to embed L,
« IfLisd,
If | C(0,2) | +| C(1,0) | € U_marked > C(0,1) = 0 and C(1,0) = 0
If | C(1,1) | +| C(2,0) | £ U_marked >
If C(1,1) 20> C(1,1) = C(1,1) + increment
ese, C(1,1) =C(1,1) - increment
else while there are DCT 8x8 blocksi isincreased and we go again to step 3.

. IfLisO,



If | C(1,1) | +| C(2,0) | € U_marked > C(1,1) =0 and C(2,0) =0
If | C(0,1) | +| C(1,0) | £ U_marked >
If C(0,1) 20 ~> C(0,1) = C(0,1) + increment
else C(0,1) = C(0,1) - increment
else whilethere are DCT 8x8 blocksi isincreased and we go again to step 3.
e Whilethere are DCT 8x8 blocksj and i are increased . We go again to step3.
e There are no more 8x8 DCT blocksto mark - End.
2.4 Tag Extraction Algorithm
The steps of the extraction algorithm are the following:
1. First we establish some parameters:

0 U _detection : an 8x8 DCT block is considered marked under this
limit.

o T: is the difference between the percentage of detected bits in a
truly embedded mark and the percentage detected in one or more
that are not. Normally the detector response for false positives is
under 20, that iswhy we can use avaluefor T = 20 or 25.

0 False password O ... False password n : we establish the value or
values for the false passwords. They generate marks that will not be
on the false images.

2. We initialize the number of detected bits, detected_bits = 0. The counter i of 8x8
DCT blocksisinitialized to 0. The counter of tag-bit j isinitialized to O.

3. An 8x8 DCT block,, b, is selected from theimage | to extract L,

4.1f | C(0,2) | +] C(1,0) | < | C(L1) | +| C(2,0) |

and | C(0,1) | +| C(1,0) | < U_detection ->L, = 1 detected_bits = detected_bits+ 1
Weincrease]j.

Else,



If |C(1,2) | +C(2,0) | <|C(0,1) | + |C(1,0) |

and [C(1,1) | + |C(2,0) | < U_detection > L, = O detected_bits = detected_bits + 1.
We increase |.

5. While there are8x8 DCT blocks, i is increased and &go to point 3.

. We have finished ith 8x8 DCT blocks. Stefs from 1.5 ae executed #h al
the wrong pasword geting the averageibnumber Stes from 1.5 ae also
executed for tk passwat we wart to deect the mak with and we keep the
value in detected.

. If 100 — (@verage x 100) / detected) >=T - Watermak deected !
else > Watermak not detected.

. If the condition $ true and the mé&ris deected then the fference between
the numbe of detected bits on the tag eatted and the not emibéed mark
avera@g is hghe than T %. Normdly, the repon® © a mak tha is really
embelda is ebout 50 % ad the repon® © a mak tha is not is unde20.
Tha is why a threhold T equd or highea than 20 can be used in the
detection process.

3 Resaults

We have analyzed tee dfferert images: lana.ppm sab&ni.ppm axd mandil.ppm.

Their features ar differert (colour €ales high frequency zonesdefined borders...)
so it is vey useful to compar the reslis ove them We have fjures for dl the
resuts but we are forced not to show mao¥ them becaus the space restrictions of
this aticle. Let us take onl a quidk look on the redts:

3.1 Invisbility of the watermarking

U_markel guararges tlke invisibility of the watermark If we choos this limit too
high the waterm&rwould be visible, @ we have @ look for a limt that adaptsa the
image features U_marked should dlow us © modify many low frgquency
codficients guarargeing the nvisibility of the mark Othe parameter thtahas an
important influee n the visiblity of the mak is increment. In this cag a hgher
value d increment produces a lghe distortion in certai codficients makng the



Figure 5: Lenna image marked vith U_marked = 15, increméerl5

maik more visible. A we can ee n the image aboveusng U marked = 15,
increment = 15 we get a mde completely invisible We have gotte sinilar resuts
for the other images.

3.2 Mark Uniqueness
Uniquenas test is pasdeeadly. Teging 1000 random maskwe can obsew that only

ore is really embeded. Tk detectors respons  this mak stand ou the rest The
resuts ae show in the fdlowing figure.
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Figure 6: Detects Repons o 1000 random watermarksnly 1 of them
embelded

The used parameterfor Lenna image were:U_marked = 15, Increment = 15,
U detection = 5, T = 25. h this cag the detectoregpon® is clkear While non-
embelded marks hag a repon® between 10 and -10, ethrepon® © the
embelded mark & 50.

For the imageSabatini, the chosa parametey ae U_marked = 20, ncrement = 20,
U_detection = 5, T = 25. h the case fothe embeddé mark, 376 bits 0377
embeldad bits ae detectedin the resof random marksthe repon® noves aound
188 bits.

The resits for the image Mandrill are al® sdisfactory. The parameter usel with
Mandrill are U_marked = 20,Increment = 20,U_detection = 5

3.3 Multiple Watermark Detection

The Snya agorthm ha the same mblens Langebar’'s has. Té process of
watermarking appliel many time nodifies the sameDCT codficients, 0 a mark
dters the coefficiens tha othe mark ha just nodified. This makes ver difficult the

detection process. Thsoldion is © choog diferert codficients for each mark we
wart to embed, usig othe diagonals.
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Figure 7: Detector response to 1000 watermarks, 5 embedded

. The response to 5 embedded marks is higher than the response to the rest of
random marks. Although this is true, we must remark that there is one
without a clear value because we need a very low threshold T = 15 for its
detection. For instance a threshold T = 25 would only detect 3 of the 5
marks. Therefore we can say that embedding more than five images can get
us into trouble during the detection process.

. For Sabatini image only 3 of the 5 five embedded marks are over athreshold
T = 25. For lower T we can detect 5 embedded marks but also some that are
not embedded.

. For Mandrill image the five embedded marks are over the threshold T =25.

3.4 JPEG Compression

Theresults allow us to detect a watermark with quite low compression levelsasitis
shown in the figure. We used a threshold (T = 20) quite safe in the preceding image.
This means that marks with a response over 20% are detected. In this case the mark is
detected even using a quality factor Q = 20. For lower quality factors, the detector
response is too low ought to the presence of false positive and fal se negative results
after the distortion that compression makes. Watching the figure, the mark is detected
for al quality factors Q which blue line is over the pink one. In the case of Sabatini
and Mandrill images there are no doubts with quality factors Q over 15.
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Figure 8: Detector response against JPEG compression

3.5 Strength Against Filters
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Figure 9: Lenna detector response after filter application

We have obtained excellent results in this test. The detector response is very high for
the three images and the mark is detected in all cases with a threshold T =30,



excluding a negative case in 16 colour reduction in Mandrill image where the
response is relatively low, with a value of 17,72. In order to solve this problem we
can mark the blue channel of the image or look for stronger marking parameters. Let
us show Lennaresults:

3.5 Rotation, Scaled and Reescaled

For the rotation, if we know the spinning angle, when we revert the operation the
mark is clearly detected, getting the same results in the detection process as we get
with the original marked image.

The rescaling test presents higher difficulties to detect the mark. In this case, the
image loses quality. With our images when we reduce the images and we turn to the
original size, the results have been the following:

For Lenna image the mark is lost after reducing it to a 60% of its original size.
Nevertheless the image loses quality notably.

For Sabatini image we get excellent results. The mark is not lost until we reduce it to
30 %. But if we do that, the image remains totally deteriorated.

In al casesthe image resist to an 80% of the original reduction at |east.

For the cutting out test the mark is detected with a threshold over T = 20 getting a
response in the detector of 21,67 in Mandrill case. Of course the results are
completely conditioned to the cut size. As bigger the cut is, smaler is the detector
response.

3.5 Watermark Collision

We have marked 15 images with different passwords for this test. The detector
response has been the following.
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Figure 10: Detector response to different one-mark collisions

As shown, the mark is detected over athreshold T = 25 for all the tested cases.
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Figure 11: Detector response to each collision watermark



Also, when we used 15 marked imagesin the collision, al of them were detected.

In Sabatini case only a response (with value 20) is under the threshold T = 25. This
means we should establish T = 20. This threshold is not as reliable as the other but it
can be useful if we look at the probability of false positive results at the uniqueness
test. Three marks remain under T = 25. Two of them under 20 and the other is not
detected because has a 0 response. The solution is looking for other marking
parameters. In the Mandrill case the mark is detected for T = 25in all cases.

Summing up we can say that our method gets better results for bigger images because
they use to have a higher number of marking coefficients.

3.6 Stirmark

Although the response is quite good in most of Stirmark attacks, there are cases in
which we can remove the watermark making the detector response to descend to 10.
Nevertheless, the difference between the marked image and the one that is not is
clearly visible, asit is shown in the following figures.

Figure 12: Lenna image marked before Stirmark application



Figure 13: Lenna image marked after Stirmark application

4 Conclusions

The importance of watermarking for protecting the intellectual property of
multimedia data is clear. New ideas and its development appear to be essential. No
current method is free from weaknesses. So we have to work in order to improve
them day-by-day. Furthermore, the way data is transferred by the Internet changes
very fast and the methods should be strong enough in order to adapt to these changes.

The main advantages of the exposed method are:

Easy implementation: The marking and detection code together has less than
300 lines.

Good efficiency: The implementation of the algorithm is very fast. As an
example we can say that for a 535 KB image, the marking process consumes
less than a second. (Tests made on a Pentium 111, 800 MHz and 128 MB
RAM).

The code is written in standard ANSI C providing portability for Linux and
Windows platforms.

A very important difference versus other methods is that we use blind
techniques. The original image is not required in the detection process. This
is very important because we do not always have the origina image. The
flexibility of the presented method alows using it as a hon-blind method. In
this case the strength of Sonya method is till higher and we can use Trusted



Third Parties (TTP) for the custody of the origina image, passwords and
datarelated to the image owner.

e Other remarkable point is that our watermarks are public or recoverable
because we can extract the mark information bit by bit. This feature is very
important because we can know the data owner just in the moment we
extract the mark. We do not have to look in a database. Again the flexibility
of this method allows a private implementation in order to just detect the
mark in the image. In both cases if the attacker wants to recover/detect the
mark has to own the password used in the marking process.

¢ With no doubts the main achievement of our method is the good response to
all the tests done.

Let us summarize our results:

e« The watermark invisibility is guaranteed by the marking parameters.
According to our interests we can establish if a mark will be visible or not.
Obviously a visible mark that destroys the image is not interesting, but
sometimes it is better a watermark dightly visible and almost imperceptible
that provides us higher strength.

¢ Considering the JPEG compression test as one of the main ones, the results
are excellent because the watermark embedded is even detected under a
compression factor Q = 30.

e The uniqueness test also shows great results and the watermark is clearly
detected using 1000 random marks. Therefore the false positive probability
isalmost zero in the tests done. This test allows us to guess which is the best
value for the detection threshold. Consequently over a certain detection
threshold we are completely sure that the detected mark has been really
embedded, and not detected marks have not.

«  Some modifications to our method are necessary in order to detect multiple
watermarks. This happens because marking an image many times often
needs to modify the same DCT coefficients.

e Filter application does not seem a serious threat because a strong filter
produces distortion in the image when removing the mark. We have used
standard filters that any attacker can use with programs that modify images.

¢ Rotation presents no problem if we know the spinning angle. In this case we
detect the mark in all the tests we have made, after undoing the operation.



e The scale and cutting out presse highly depad on the image. Tlyecan
destoy a mak but the distot the image. h theg circumstances whave
hawe t value § if the qudity of the image$ accurate.

« Watermak collision ha the same mblens mdtiple marks have but
neverthelss tre resilts are good. If ve realize that ra a@tacker mus have
many marked imagein orde to remove the watermarkhe resits gppear to
be even bter.

e The more difficult test in watermarking st be the 8rmark one We have
to sa tha Stirmak remove our watermark but éhresltant image is
distorted and ckarly differert from the original.

We have Bown tha our mehod improve ove the exiging ones in wha is relatel to
the watermak of digital images Anyway, thee is still quite a lo of work to do in
orde to gd even bdter resuts, and to apply sirlar ideas ad philoophy to video
and audio watermarking.
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