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Abstract. The aim of the paper is an elaboration of a parallel
alternating-direction implicit, or ADI, method for solving a non-linear
equation describing gravitational flow of ground water and its realization
on a distributed-memory MIMD-computer under the MPI message-
passing system. Aside from that, the paper represents an evaluation of
the parallel algorithm in terms of relative efficiency and speedup. The
obtained results show that for reasonably large discretization grids the
parallel ADI method is effective enough on a large number of processors.
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1 Introduction

The past decades a substantial progress has been made in mathematical descrip-
tion of water flow and pollutant transport processes. Many today’s mathematical
models are available to predict admixtures migration in ground water under di-
verse conditions of processes progress. Approximation of such models generates
large systems of linear algebraic or differential equations that demands utilizing
modern supercomputers proposing powerful computational resources to solve
large problems in various fields of science. In particular, by solving the equation
of pollutant transport in ground water it is necessary to know a level of ground
water in a water-bearing stratum described by the balance mass equation. In
this paper we consider a parallel solution of that equation for approximation of
which the finite difference method is used. The solution of the problem is found
with the aid of the ADI method, in particular, with using Peaceman-Rachford
difference scheme [8]. We exploit natural parallelism of the difference scheme to
apply it to distributed-memory MIMD-computers.

An outline of the paper is as follows. Section 2 introduces to general formula-
tion and numerical approximation of the original mathematical model, represents
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some results on accuracy and stability of the used difference scheme and substan-
tiates applicability of the conjugate gradient (CG) method to solving systems of
linear algebraic equations (SLAEs) generated by Peaceman-Rachford difference
scheme. Section 3 is represented by a parallel realization of the ADI method. In
the same place we evaluate the parallel algorithm in terms of relative efficiency
and speedup. Finally, in section 4, we give our conclusions.

2 General Formulation and Numerical Approximation

One of the existing non-linear models describing gravitational flow of ground
water in an anisotropic element of a water-bearing stratum Ω can be represented
in the form [2]

a∗ ∂h

∂t
=

2∑
i=1

∂

∂xi

(
ρhk

∂h

∂xi

)
+ ρ(v(x) + v(y)). (1)

Here x = x1, y = x2; ρ is the water density, h(x, y, t) is the level of ground
water, k is the filtrational coefficient, v(x) and v(y) are the filtration velocities
from below and from above of the water-bearing stratum respectively. Parameter
a∗ > 0 depends on physical characteristics of the water-bearing stratum.

For equation (1) we can define the initial condition

h(x, y, t = 0) = h0(x, y),

where h0(x, y) is a given function and Dirichlet boundary value problem

h|∂Ω = f(x, y).

Here f(x, y) is a function prescribed on the boundary of the concerned field.
Approximation of equation (1) bases on Peaceman-Rachford difference

scheme, where along with the prescribed grid functions h(x, y, t) and h(x, y, t+τ)
an intermediate function h(x, y, t+ τ

2 ) is introduced. Thus, passing (from n time
layer to n + 1 time layer) is performed in two stages with steps 0.5τ , where τ is
a time step.

Let us introduce a grid of a size M×N in a simply connected area Ω = [0, a]×
[0, b] with nodes xi = i∆x, yj = j∆y, where i = 1, 2, . . . M , j = 1, 2, . . . N , ∆x =
a
M , ∆y = b

N . By denoting h = hn, h̄ = hn+ 1
2 , ĥ = hn+1, hx = hi+1,j−hij

2 , hy =
hi,j+1−hij

2 , hx̄ = hij−hi−1,j

2 , hȳ = hij−hi,j−1
2 , hx

¯
= hi+1,j+hij

2 , hy
¯

= hi,j+1+hij

2 ,
hx̃ = hi−1,j+hij

2 , hỹ = hi,j−1+hij

2 let us write out the difference approximation for
equation (1)




a∗ h̄ij−hij

0.5τ = ρx
¯

kx
¯

hx
¯
h̄x−ρx̃kx̃hx̃h̄x̄

∆x +
ρy
¯

ky
¯

hy
¯

hy−ρỹkỹhỹhȳ
∆y + φ,

a∗ ĥij−h̄ij

0.5τ = ρx
¯

kx
¯

hx
¯
h̄x−ρx̃kx̃hx̃h̄x̄

∆x +
ρy
¯

ky
¯
h̄y
¯
ĥy−ρỹkỹh̄ỹĥȳ

∆y + φ.

(2)
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Here φ = ρij(v(x)ij +v(y)ij). The difference approximation of the initial condition
and Dirichlet boundary value problem can be represented as

h|t=0 = h(0)ij , h|∂Ω = fij . (3)

By addressing stability investigation of equation (2) we formulate the follow-
ing lemma

Lemma 1 Peaceman-Rachford difference scheme for equation (1) with Dirich-
let’s boundary conditions at a∗ > 0 is stable.

Concerning the difference scheme (2) it can be noted that it has second
approximation order [9] both in time and in space.

By using natural regulating of unknown values in the computed field let us
reduce difference problem (2), (3) to the necessity of solving SLAEs Akuk =
fk, k = 1, 2 with special matrices. The coefficient matrices Ak, k = 1, 2 are not
constant here. The obtained SLAEs had been scaled, i.e. the elements of the
coefficient matrices and RHSs: Ak = (aij)

MN
k , fk, k = 1, 2 had the following

form

âij =
aij√
aiiajj

, f̂i =
fi

aii
, i, j = 1, 2, . . . , MN

and solved with the CG method [9] afterwards. The selection of the CG method
is based on its acceptable calculation time in comparison with simple iteration,
Seidel, minimal residual and steepest descent methods [5].

To proceed, we note that from previous lemma we can infer the appropriate-
ness of using the CG method since

Ak = (Ak)T
, Ak > 0, k = 1, 2.

3 Algorithm Parallel Scheme

Before passage to the description of the parallel algorithm we would like to say
a few words about the computational platform on which the algorithm has been
run and the library with the help of which it has been realized.

The computational system nCube 2S is a MIMD-computer of hypercubic ar-
chitecture. The number of computational nodes is 2n, n ≤ 13. These nodes are
unified into communication scheme of a multidimensional cube with maximum
length of a communication line equaled to n. Such a communication scheme
allows to transmit messages fast enough (channel capacity is 2.5 MBytes/s)
irrespective of computational process since each node has a communication co-
processor aside from a computational processor. At our disposal we had the
described system in reduced version: 64 nodes with peak performance of 128
MFlops and 2048 MBytes of memory.

Relative to the paradigm of message passing it can be noted that it is used
widely on certain classes of parallel machines, especially those with distributed
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memory. One of representatives of this conception is MPI (Message Passing In-
terface) [6]. As we can see from the title, MPI destines for supporting parallel
applications to work in terms of the message passing system and allows to use
its functions in C/C++ and Fortran 77/90. Besides, amongst a number of books
devoted to various aspects of using MPI we can mention, for instance, the fol-
lowing [3], [4], [7].

The parallel algorithm for solving equation (2), as mentioned above, bases on
natural parallelism which is suggested by Peaceman-Rachford difference scheme.
Using the ADI method gives an opportunity to exploit any method to solve
SLAEs obtained on n + 1

2 and n + 1 time layers. In our case we use the CG
method. Along with it, application of Peaceman-Rachford difference scheme to
equation (1) allows to find numerical solution of the SLAEs on each time layer
independently, i.e. irrespective of communication process. The main communi-
cation loading lies on connection between two time layers. Thus, one step of the
algorithm to be executed requires two interchanges of data at passage to n + 1

2
and n + 1 time layers.

As mentioned before, the ADI method generates two SLAEs with special
matrices. One of those matrices obtained on n+ 1

2 time layer is a band tridiagonal
matrix and consequently can be transformed by means of permutation of rows
to a block tridiagonal matrix, while the second one, obtained on n+1 time layer,
is a block tridiagonal matrix primordially.

Taking into account aforesaid one step of the parallel algorithm for solving
equation (2) with SLAEs AkXk = Bk, k = 1, 2 can be represented in the
following manner

1. Compute B1 on n + 1
2 time layer.

2. Make the permutation of vectors X
(0)
1 , B1, where X

(0)
1 is an initial guess of

the CG method on n + 1
2 time layer.

3. Solve equation A1X1 = B1 on n + 1
2 time layer with the CG method.

4. Compute B2 on n + 1 time layer step partially, i.e. without the last item of
the second equation (2).

5. Make the permutation of vectors X
(0)
2 = X1, B2, where X

(0)
2 is an initial

guess of the CG method on n + 1 time layer.
6. Compute the missing item so as the computation of B2 on n + 1 time layer

has been completed.
7. Solve equation A2X2 = B2 on n + 1 time layer with the CG method.
8. Set X

(0)
1 = X2 and go to point 1 to do the next step of the algorithm.

Let us consider the described algorithm in more detail. Suppose, we have p
processors and it is to solve a system of a size M × N . We proceed from the
assumption that

{
M
p

}
= 0 and

{
N
p

}
= 0, where {x} is a fractional part of

number x, i.e. vectors X
(0)
k , Bk, k = 1, 2 are distributed uniformly.

First step of the algorithm is well-understood while the second one claims
more attention. Let vectors X

(0)
1 , B1 be matrices (which are distributed in the

rowwise manner) consist of elements of corresponding vectors, then to solve
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equation A1X1 = B1 on n + 1
2 time layer with the CG method in parallel we

need to transpose the matrix corresponding to vector B1 = {b1, b2, . . . , bMN}



b1 b2 . . . bN

bN+1 bN+2 . . . b2N

. . . . . . . . . . . .
b(M−1)N+1 b(M−1)N+2 . . . bMN


 →




b1 bN+1 . . . b(M−1)N+1
b2 bN+2 . . . b(M−1)N+1
. . . . . . . . . . . .
bN b2N . . . bMN




and the matrix corresponding to vector X
(0)
1 . Of course, such a transposition

requires transmission of some sub-matrices (M
p × N

p size) to the corresponding
processors. Thus, the number of send/receive operations Cs/r and the amount
of transmitted data Ct (in element equivalent) are

Cs/r = 2p(p − 1), Ct = 2M

(
N − N

p

)
.

Further, in accordance with the algorithm to avoid extra communications we
compute vector B2 partially and then permute vectors X

(0)
2 = X1, B2 as above.

Afterwards, we complete the computation of vector B2 (its missing item) and
solve equation A2X2 = B2 on n + 1 time layer with the CG method in parallel.
By resuming aforesaid one step of the algorithm to be run requires

Csr = 4p(p − 1), Ct = 4M

(
N − N

p

)
,

Cc =
N

p

(
(25m − 7)

(
I

n+ 1
2

CG + In+1
CG

)
+ 90M − 8M

p
− 26

)
+ 24M + 4.

Here I
n+ 1

2
CG and In+1

CG are the number of iterations of the CG method in solving
equation (2) on n+ 1

2 and n+1 time layers, and Cc is a computational complexity
of the algorithm.

At this we finish the description of the parallel algorithm and consider some
test experiments all of which are given for one step of the algorithm and for
I

n+ 1
2

CG = In+1
CG = 1. The horizontal axis, in all the pictures, is 2p, p = 0, 1, . . . , 6.

By following [10] let us consider relative efficiency and speedup

Sp =
T1

Tp
, Ep =

Sp

p
,

where Tp is a time to run a parallel algorithm on a computer with p processors
(p > 1), T1 is a time to run a sequential algorithm on one processor of the same
computer.

As we can see from figure 1 relative speedup and efficiency are satisfactory
even for a grid of N = M = 512 size.
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Fig. 1. Relative speedup (to the left) and efficiency (to the right) of the algorithm at
various grid sizes.

4 Conclusion

In conclusion we would like to say a few words about further work which will be
aimed at elaboration of a parallel ADI method for solving the following equation

a∗ ∂h

∂t
=

2∑
i=1

∂

∂xi

(
ρhk

∂h

∂xi

)
+

2∑
i=1

∂

∂xi

(
ρhk

∂ζ

∂xi

)
+ ρ

(
v(x) + v(y)

)
,

which is one of the base equations in solving the problem of gravitational flow
of ground water.
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