Strong Fault-Tolerance:
Parallel Routing in Networks with Faults

*

Jianer Chen and Eunseuk Oh

Department of Computer Science, Texas A&M University,
College Station, TX 77843-3112, USA
Email: {chen,eunseuko}@cs.tamu.edu

Abstract. A d-regular network G is strongly fault-tolerant if for any
copy Gy of G with at most d — 2 faulty nodes, every pair of non-faulty
nodes u and v in Gy admits min{dy(u),ds(v)} node-disjoint paths in
Gy from u to v, where df(u) and ds(v) are the degrees of the nodes u
and v in Gy. We show that popular network structures, such as hyper-
cube and star networks, are strongly fault-tolerant. We develop efficient
algorithms that construct the maximum number of node-disjoint paths
of optimal or nearly optimal length in these networks with faulty nodes.
Our algorithms are optimal in terms of their running time.

1 Introduction

Routing on large size networks with faults is an important issue in the study of
computer interconnection networks. In this paper, we introduce a new measure
for network fault tolerance: the strong fault-tolerance. Consider a network G
and let G¢ be a copy of G with a set Sy of faulty nodes. Let v and v be two
non-faulty nodes in Gy. Based on local information, we know the degrees dy(u)
and dy¢(v) of the nodes u and v in Gy and are interested in constructing the
maximum number of node-disjoint paths between u and v in Gy. Obviously, the
number of node-disjoint paths between v and v in Gy cannot be larger than
min{d;(u),ds(v)}. We are interested in knowing the precise bound on the size
of the faulty node set Sy such that for any two non-faulty nodes v and v in Gy,
there are min{dy(u), ds(v)} node-disjoint paths between v and v.

Clearly, if the network G is d-regular (i.e., all of its nodes have degree d),
then in general the number of faulty nodes in the set Sy should not exceed d — 2
to ensure min{ds(u), d;(v)} node-disjoint paths between any two nodes u and v
in G y. This can be seen as follows. Let  and v be two nodes in G whose distance
is larger than 3. Pick any neighbor u’ of u and remove the d — 1 neighbors of
u’ that are not u. Note that no neighbor of 4’ can be a neighbor of v since the
distance from u to v is at least 4. Let the resulting network be G y. The degrees
of the nodes u and v in Gy are d. However, there are obviously no d node-disjoint
paths in Gy from u to v since one of the d neighbors of v in Gy, the node v/,
leads to a “dead-end”. This motivates the following definition.
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Definition 1. A d-regular network G is strongly fault-tolerant if for any copy
Gy of G with at most d — 2 faulty nodes, every pair of non-faulty nodes v and
v admits min{ds(u), ds(v)} node-disjoint paths from u to v in Gy.

Strong fault-tolerance characterizes the property of parallel routing in a net-
work with faulty nodes. Since one of the motivations of network parallel routing
is to provide alternative routing paths when failures occur, strong fault-tolerance
can also be regarded as the study of fault tolerance in networks with faults.

To authors’ knowledge, there has not been a systematic study on paral-
lel routing on networks with faults. In this paper, we will concentrate on the
discussion on strong fault-tolerance of two extensively studied interconnection
network structures, the hypercube networks and the star networks. We first give
a brief review on the previous related research on these networks.

The hypercube networks are among the earliest and still remain as one of the
most important and attractive network models. A large number of fault-tolerant
algorithms dealing with single-path routing in the hypercube networks have been
proposed (see, for example, [8I7/12]). Parallel routing on hypercube networks
without faulty nodes was studied in [I8]. The general fault tolerance properties of
the star networks were first studied and analyzed in [IJ2l3]. Algorithms for single-
path routing in star networks with faults were developed in [411J/17]. Parallel
routing algorithms on the star networks were studied in [10l9]. In particular, an
efficient algorithm has been developed [6] that constructs the maximum number
of node-disjoint paths of optimal length for any two nodes in the star networks.
A randomized algorithm, based on the Information Dispersal Algorithm [15], for
parallel routing in the star networks with faults was proposed in [16].

We will first study the strong fault-tolerance for the star networks. Taking
the advantage of the orthogonal decomposition of the star networks, we develop
an efficient algorithm that constructs node-disjoint paths between any two non-
faulty nodes in the n-star network S, with at most n — 3 faulty nodes: for
any two non-faulty nodes u and v, our algorithm constructs min{d(u),ds(v)}
node-disjoint paths of minimum length plus a small constant between u and v.

Since the hypercube networks do not have a similar orthogonal decomposition
structure, the techniques in parallel routing for the star networks with faults are
not applicable to the hypercube networks. In order to effectively route parallel
paths in the hypercube networks with faults, we develop a new technique called
“neighbor pre-matching”. Based on this technique, an algorithm is developed
that constructs min{ds(u),d¢(v)} node-disjoint paths of optimal length for any
pair of nodes u and v in the n-cube network with at most n — 2 faulty nodes.

Our algorithms have optimal running time.

2 Strong Fault-Tolerance of the Star Networks

The n-star network S, is an undirected graph consisting of n! nodes labeled
with the n! permutations on symbols {1,2,...,n}. There is an edge between
two nodes v and v in S, if and only if the permutation v can be obtained from
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the permutation u by exchanging the positions of the first symbol and another
symbol. The n-star network is (n — 1)-regular. The star networks have received
considerable attention as an attractive alternative to the widely used hypercube
network model [2].

Each node u in the n-star network S,,, which is a permutation on the sym-
bols {1,2,...,n}, can be given as a product of disjoint cycles (called the cycle
structure for u) [b]. For each 2 < i < n, an operation p; on the permutations
of {1,2,...,n} is defined such that p;(u) is the permutation obtained from the
permutation u by exchanging the first symbol and the ith symbol in w.

Denote by e the identity permutation (12---n). Since the n-star network S,
is vertex-symmetric [2], a set of node-disjoint paths from a node w to a node v can
be easily mapped to a set of node-disjoint paths from a node u to . Therefore,
we only need to concentrate on the construction of node-disjoint paths from u
to € in Sy,. Let dist(u) denote the distance, i.e., the length of the shortest paths,
from u to € in S,,. The value dist(u) can be easily computed using the formula
given in [2]. We say that an edge [u,v] (in this direction) in S,, does not follow
the Shortest Path Rules if dist(u) < dist(v) [6]. It is also easy to check whether
an edge follows the Shortest Path Rules [6].

Lemma 1. If an edge [u,v] in S, does not follow the Shortest Path Rules, then
dist(v) = dist(u) + 1. Consequently, let P be a path from u to € in which exactly
k edges do not follow the Shortest Path Rules, then the length of the path P is
equal to dist(u) + 2k.

For the n-star network Sy, let Sy, [i] be the set of nodes in which the symbol 1
is at the ith position. It is well-known [I] that the set S,,[1] is an independent set,
and the subgraph induced by the set S,[i] for i # 1 is an (n — 1)-star network.

Our parallel routing algorithm is heavily based on the concept of bridging
paths that connect a given node to a specific substar network in the n-star
network. The following lemma will serve as a basic tool in our construction.

Lemma 2. Let u be any non-faulty node in the substar Sy[i] with k; < n —3
faulty nodes, i # 1. A fault-free path P from u to p;(e) can be constructed in
Splt] in time O(k;n + n) such that at most two edges in P do not follow the
Shortest Path Rules. In case u has a cycle of form (il), the constructed path P
has at most one edge not following the Shortest Path Rules.

Definition 2. Let u be a node in the n-star network S,, and u’ be a neighbor of
u in the substar S,[i], ¢ # 1. For each neighbor v of w', v # u, a (v, j)-bridging
path (of length at most 4) from u to the substar S,[j], 7 # 1,4, is defined as
follows: if v is in S,,[1] then the path is [u,w’, v, p;(v)], while if v is in S, [i] then
the path is [u, o, v, pi(0), p3 (pi(v))]

Thus, from each neighbor v’ in S,[i] of the node u, ¢ # 1, there are n — 2
(u', 7)-bridging paths of length bounded by 4 that connect the node u to the
substar Sy, [j].

Since no two nodes in S, [i] share the same neighbor in S,[1] and no two
nodes in S, [1] share the same neighbor in S,[j], for any neighbor «’ of u, two
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(v, 7)-bridging paths from u to S,[j] have only the nodes v and u’ in common.
Moreover, for any two neighbors u’ and u” of u in S,[¢] (in this case, the node
u must itself be also in Sy, [i]), since «’ and w” have no other common neighbor
except u (see, for example, [9]), a (v/,j)-bridging path from u to S,[j] and a
(u”, j)-bridging path from u to S, [j] share no nodes except w.

Definition 3. Let u be a node in S,, and let v’ be a neighbor of « in S, [i],
i # 1. A (u/, j)-bridging path P from the node u to the substar S, [j] is divergent
if in the subpath of P from u to S,[1], there are three edges not following the
Shortest Path Rules.

Note that the subpath from u to S,[1] of a (v/, j)-bridging path P contains
at most three edges. In particular, if the subpath contains only two edges, then
the path P is automatically non-divergent.

In case there are no faulty nodes in the n-star network, each divergent (u’, j)-
bridging path can be efficiently extended into a path from u to p;(e), as shown
in the following lemma. A detailed proof for the lemma can be found in [13].

Star-PRouting
Input: a non-faulty node w in S, with at most n — 3 faulty nodes.
Output: min{ds(u),ds(e)} parallel paths of length < dist(u) + 8 from u to €.
1. if the node w is in Sn[1]
1.1. then for each j # 1 with both p;(u) and p;(e) non-faulty do
construct a path P; of length < dist(u) + 6 in S,[j] from u to &;
1.2. else (* the node u is in a substar S,[i], i # 1 *)
1.2.1. if the node p;(e) is non-faulty
then pick a non-faulty neighbor v of u and construct a path P, of
length < dist(u) + 4 from u to € such that all internal nodes
of P, are in Sp[i] and P, does not intersect a (u’, j)-bridging
path for any non-faulty neighbor u’ # v of u;
1.2.2. if the neighbor u; = p;(u) of w in S,[1] is non-faulty
then find j # 1,4, such that both p;(u1) and p;(e) are non-faulty;
extend the path [u, u1, pj(u1)] from p;(u1) to p;j(e) in Sy[j]
to make a path of length < dist(u) 4+ 8 from u to ¢;
2. maximally pair the non-faulty neighbors of v and € that are not used
in step 1: (ullapjl (E))a B (u;]7pjg (E));
3. for each pair (v, pj(€)) constructed in step 2 do
3.1.  if there is a non-divergent (u’, j)-bridging path P with neither
faulty nodes nor nodes used by other paths
then pick this (u', j)-bridging path P
else pick a divergent (u', j)-bridging path P with neither faulty
nodes nor nodes used by other paths;
3.2.  extend the path P into a fault-free path P, of length < dist(u) + 8
from w to € such that the extended part is entirely in S, [j];

Fig. 1. Parallel routing on the star network with faulty nodes
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Lemma 3. There is an O(n) time algorithm that, for a divergent (u', j)-bridging
path P from a node u to a substar Sy,[j], extends P in S, [j] into a path Q from u
to p;(e), in which at most 4 edges do not follow the Shortest Path Rules. More-
over, for two divergent (u',j)-bridging paths Py and Py, the two corresponding
extended paths Q1 and Qo have only the nodes u, u', and pj(e) in common.

Based on the above discussion, we are now ready to present our parallel
routing algorithm on star networks with faults, which is given in Figure[dl

Step 1 of the algorithm constructs certain number of paths between non-
faulty neighbors of the node u and non-faulty neighbors of the node e, Step 2
of the algorithm maximally pairs the rest non-faulty neighbors of u with the
rest non-faulty neighbors of . It is easy to see that the number of pairs con-
structed in Step 2 plus the number of paths constructed in Step 1 is exactly
min{d;(u),ds(e)}. Since Step 3 of the algorithm constructs a path from u to €
for each pair constructed in Step 2, the algorithm Star-PRouting constructs
exactly min{dy(u), ds(¢)} paths from u to e. In fact, we can prove the following
theorem (a detailed proof of the theorem can be found in [13]).

Theorem 1. If the n-star network S, has at most n — 3 faulty nodes and the
node ¢ is non-faulty, then for any non-faulty node u in S,, in time O(n?) the
algorithm Star-PRouting constructs min{d(u),ds(e)} node-disjoint fault-free
paths of length bounded by dist(u) + 8 from the node u to the node €.

The following example shows that the bound on the path length in Theorem[I]
is actually almost optimal. Consider the n-star network .S,,. Let the source node
be u = (21), here we have omitted the trivial cycles in the cycle structure. Then
dist(u) = 1. Suppose that all neighbors of u and all neighbors of ¢ are non-
faulty. By Theorem [ there are n — 1 node-disjoint fault-free paths from u to
e. Thus, for each i, 3 < i < n, the edge [u,u;] leads to one P; of these node-
disjoint paths from u to e, where u; = (i21). Note that the edge [u, u;] does not
follow the Shortest Path Rules. Now suppose that the node (:2)(1) is faulty, for
i =3,4,...,n — 1 (so there are n — 3 faulty nodes). Then the third node on
the path P; must be v; = (ji21) for some j # 1,2,4, and the edge [u;,v;] does
not follow the Shortest Path Rules. Since the only edge from v; that follows the
Shortest Path Rules is the edge [v;,u;], the next edge [v;, w;] on P; again does
not follow the Shortest Path Rules. Now since all the first three edges on P; do
not follow the Shortest Path Rules, by Lemma [ dist(w;) = dist(u) + 3 = 4,
and the path P; needs at least four more edges to reach €. That is, the length of
the path P; is at least 7 = dist(u) 4 6. Thus, with n — 3 faulty nodes, among the
n — 1 node-disjoint paths from wu to ¢, at least n — 3 of them must have length
larger than or equal to dist(u) + 6.

The situation given above seems a little special since the distance dist(u)
from u to € is very small. In fact, even for nodes u with large dist(u), we can
still construct many examples in which some of the node-disjoint fault-free paths
connecting v and & must have length at least dist(u) + 6 (see [L3] for details).
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3 Strong Fault-Tolerance of the Hypercube Networks

The construction of parallel routing paths in the star networks in the previous
section heavily takes the advantage of the orthogonal decomposition structure
{Sn[1], Sn[2], ..., Sn[n]} of the star networks. In particular, the (u/, j)-bridging
paths route a node u through the substar S,[1] to the substar S,[j] so that ex-
tension of the paths can be recursively constructed in the substar S,[j]. Unfortu-
nately, the hypercube networks do not have a similar orthogonal decomposition
structure so the above techniques are not applicable. We need to develop new
techniques for parallel routing in the hypercube networks with faults. Because
of space limit, some details are omitted. Interested readers are referred to [14].

Recall that an n-cube network @),, is an undirected graph consisting of 2"
nodes labeled by the 2™ binary strings of length n. Two nodes are adjacent if
they differ by exactly one bit. An edge is an i-edge if its two ends differ by the
ith bit. The (Hamming) distance dist(u,v), i.e., the length of the shortest paths,
from u to v is equal to the number of the bits in which « and v differ. Since
the m-cube network @,, is vertex-symmetric, we can concentrate, without loss
of generality, on the construction of node-disjoint paths from a node of form
u=170""" to the node € = 0™. Define dist(u) = dist(u, ¢).

The node connected from the node u by an i-edge is denoted by u;, and the
node connected from the node u; by a j-edge is denoted by w; ;. A path P from
u to v can be uniquely specified by a sequence of labels of the edges on P in
the order of traversal, denoted by w(i1,...,4.)v. This notation can be further
extended to a set of paths. Thus, for a set S of permutations, u(S)v is the set
of paths of the form u(iy, ..., 4,)v, where (i1,...,i,) is a permutation in S.

Our parallel routing algorithm is based on an effective pairing of the neighbors
of the nodes u and e. We first assume that the nodes u and ¢ have no faulty
neighbors. We pair the neighbors of v and € by the following strategy.

prematch-1
pair u; with g;_1 for 1 <i < r and pair u; with e; for r +1 < j <n.

Under the pairing given by prematch-1, we construct parallel paths between
the paired neighbors of v and ¢ using the following procedure.

procedure-1
1. for each 1 < ¢ < r, construct n — 2 paths from u; to €;_1, 7 — 2
of them are of the form wu;(S1)e;—1, where S; is the set of all cyclic

permutations of the sequence (¢ +1,...,7,1,...,4 —2); and n — r
of them are of the form w;(h,i+1,...,7,1,...,4 — 2, h)e;_1, where
r+1<h<n.

2. for each » +1 < j < n, construct n — 1 paths from u; to €, 7
of them are of the form wu;(Ss)e;, where Sy is the set of all cyclic
permutations of the sequence (1,2,...,7), and n —r — 1 of them are
of the form w;(h,1,2,...,r, h)e;, where h # j, and r+1 < h <n.

! The operations on indices are by mod r. Thus, € is interpreted as &,.
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The paths constructed by cyclic permutations of a sequence are pairwisely
disjoint(see, for example [18]). It is easy to verify that for each pair of neighbors
of u and €, the paths constructed between them are pairwisely disjoint.

Lemma 4. Let (up,e4) and (us, &) be two pairs given by prematch-1. Then,
there is at most one path in the path set constructed by precedure-1 for the
pair (up,eq) that shares common nodes with a path in the path set constructed
by precedure-1 for the pair (us,et).

Since the n-cube network @, may have up to n — 2 faulty nodes, there
is a possibility that for a pair (u;,e;—1) constructed by prematch-1, where
1 <4 < r,all n — 2 paths constructed by precedure-1 from u; to g;_; are
blocked by faulty nodes. In this case, we can directly construct n node-disjoint
paths from u to &, as follows.

Assumption. there is a pair (u;, ;1) given by prematch-1,1 <i <r,
such that all n — 2 paths constructed by prematch-1 for the pair are
blocked by faulty nodes.
prematch-2

1. pair u; with ;_o, u;_1 with &;, and Uit with &;_1;

2. for other neighbors of w and ¢, pair them as in prematch-1;
procedure-2

1. from u; to g;—0: u; (i —1,...,7,1,..., i — 3)g;_o;

2. from u;—q to gt w1 (T + 1. 1, L i — 2)ey;

3. from w1 to g1t w1 (E+ 2,00, 1, i — 2,0)e 1

4. for g#i—1,4,i+1,1<g<riug(g+1,...,m1,...,9—2)eg_1;
5. forr+1<j <n:ifi =1 then u;(2,...,7r,1)e; else u;(1,...,7)e;.

Lemma 5. Under the conditions of prematch-2, the algorithm procedure-2
constructs n fault-free parallel paths of length < dist(u) + 4 from u to e.

Now we consider the case in which the nodes v and ¢ have faulty neighbors.
We apply the following pairing strategy, which pairs the edges incident on the
neighbors of the nodes v and ¢, instead of the neighbors of u and e.

prematch-3

for each edge [u;, u; /] where both u; and u; ;s are non-faulty do

1.if 1 < 4,4 < r and ¢ = i+ 1, then pair [u;,u; ] with the edge
[51'—1,1'—2;51‘—1]’ if Ei—1,i—2 and E;—1 are non—faulty;

2.if 1 < 4,¢ < r and ¢ = 14— 1, then pair [u;,u; ] with the edge
[61‘/_1’1'/_2,81'/_1}, if €1 —1,i'—2 and €;,_1 are non-faulty;

3. otherwise, pair [u;,u; ;| with the edge [e; ;/,€;] if €;; and €; are
non-faulty, where the indices j and j' are such that prematch-1
pairs the node uy with €5, and the node u; with €.

Note that it is possible that an edge [u;, u; ] with both w; and w; ; non-faulty
is not paired with any edge because the corresponding edge in prematch-3
contains faulty nodes. For each pair of edges given by prematch-3, we construct
a path as follows.
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procedure-3
1. for 1 <4, <r,¢ =i+1, and paired edges [u;, u; ], [€i=1,i—2,€i—1];
construct the path w;(¢/,...7i — 2)e;_1;

2. for i < 4,7 < r, ¢ = i —1, and paired edges [u;, u; ],
[€i/—1,i7—2,€i—1], construct a path by flipping ¢ and ¢’ in the path
(7% <i, ey i — 2>€i/_1;

3. Otherwise, for paired edges [u;, u; ], [€],;7,¢€;], if ¢ < ', construct a
path by flipping j and j’ in the path w; {7/, ... j)e;/; if ¢ > ¢/, construct
a path by flipping ¢ and ¢’ in the path w; (i, ... 7 )¢e;.

Now we are ready to present our main algorithm for parallel routing in the
hypercube networks with faults. The algorithm is given in Figure

Cube-PRouting
input: non-faulty nodes u = 1"0""" and € = 0" in @Q,, with < n — 2 faults.
output: min{ds(u),dy(e)} parallel paths of length < dist(u) 4+ 4 from u to .
1. case 1. u and ¢ have no faulty neighbors
for each pair (u;,£;) given by prematch-1 do
1.1. if all paths for (u;,e;) by procedure-1 include faulty nodes
then use prematch-2 and procedure-2 to construct n parallel
paths from v to €; STOP.
1.2. if there is a fault-free unoccupied path from u; to €; by procedure-1
then mark the path as occupied by (us,€;);
1.3. if all fault-free paths constructed for (u;,e;) include occupied nodes
then pick any fault-free path P for (us,¢;), and for the pair (u;,e;/)
that occupies a node on P, find a new path;
2. case 2. there is at least one faulty neighbor of u or &
for each edge pair ([us,u;,], [€5,57,€;]) by prematch-3 do
2.1. if there is a fault-free unoccupied path from u; to €; by procedure-3
then mark the path as occupied by the pair ([us, u; /], [€5,57,€5]);
2.2.  if all fault-free paths for the pair include occupied nodes
then pick any fault-free path P for the edge pair, and for the edge
pair that occupies a node on P, find a new path.

Fig. 2. Parallel routing on the hypercube network with faulty nodes

Lemma [l guarantees that step 1.1 of the algorithm Cube-PRouting con-
structs n fault-free parallel paths of length < dist(u) + 4 from u to . Step 1.3
of the algorithm requires further explanation. In particular, we need to show
that for the pair (u;,e;7), we can always construct a new fault-free path from
uy to €5 in which no nodes are occupied by other paths. This is ensured by the
following lemma.

Lemma 6. Let (u;,v;) and (ui,v;:) be two pairs given by prematch-1 such
that two paths constructed for (u;,v;) and (u;y,v; ) share a node. Then the algo-
rithm Cube-PRouting can always find fault-free paths for (u;,v;) and (u;,vj),
in which no nodes are occupied by other paths.
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A similar analysis shows that step 2.2 of the algorithm Cube-PRouting can
always construct a new fault-free path without nodes occupied by other paths.
Let us summarize all these discussions in the following theorem.

Theorem 2. If the n-cube network Q, has at most n — 2 faulty nodes, then
for each pair of non-faulty nodes v and v in Q,, in time O(n?) the algorithm
Cube-PRouting constructs min{d(u), ds(v)} node-disjoint fault-free paths of
length bounded by dist(u,v) + 4 from u to v.

4 Conclusion

Network strong fault-tolerance is a natural extension of the study of network
fault tolerance and network parallel routing. In particular, it studies the fault
tolerance of large size networks with faulty nodes. In this paper, we have demon-
strated that the popular interconnection networks, such as the hypercube net-
works and the star networks, are strongly fault-tolerant. We developed algo-
rithms of running time O(n?) that for two given non-faulty nodes u and v in
the networks, constructs the maximum number (i.e., min{dy(u), ds(v)}) of node-
disjoint fault-free paths from w to v such that the length of the paths is bounded
by dist(u,v)+ 8 for the star networks, and bounded by dist(u,v) + 4 for the hy-
percube networks. The time complexity of our algorithms is optimal since each
path from u to v in the network S, or @, may have length as large as ©(n),
and there can be as many as ©(n) node-disjoint paths from u to v. Thus, even
printing these paths should take time O(n?). We have shown that the length of
the paths constructed by our algorithm for the star networks is almost optimal.
For the n-cube network @Q,,, the length of the paths constructed by our algorithm
is bounded by dist(u,v)+4. It is not difficult to see that this is the best possible,
since there are node pairs v and v in @, with n — 2 faulty nodes, for which any
group of min{ds(u),d;(v)} parallel paths from u to v contains at least one path
of length at least dist(u,v) + 4.

We should mention that Rescigno [16] recently developed a randomized par-
allel routing algorithm on star networks with faults, based on the Information
Disersal Algorithm (IDA) [15]. The algorithm in [16] is randomized thus it does
not always guarantee the maximum number of node-disjoint paths. Moreover, in
terms of the length of the constructed paths and running time of the algorithms,
our algorithms seem also to have provided significant improvements.
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