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Abstract. The source parameters estimation, based on environment pollution
monitoring, and assessment of regions with high potential risk and vulnerability from
nuclear sites are the two important problems for nuclear emergency preparedness sys-
tems and for long-term planning of socio-economical development of territories. For
the discussed problems, most of modelers use the common back-trajectory techniques,
suitable only for Lagrangian models. This paper discusses another approach for in-
verse modeling, based on variational principles and adjoint equations, and applicable
for Eulerian and Lagrangian models. The presented methodology is based on both
direct and inverse modeling techniques. Variational principles combined with decom-
position, splitting and optimization techniques are used for construction of numerical
algorithms. The novel aspects are the sensitivity theory and inverse modeling for en-
vironmental problems which use the solution of the corresponding adjoint problems
for the given set of functionals. The methodology proposed provides optimal esti-
mations for objective functionals, which are criterion of the atmospheric quality and
informative content of measurements. Some applications of the suggested methods
for source parameters and vulnerability zone estimations are discussed for important
regions with environmental risk sites.

1 Introduction

Estimation of source parameters based on environmental pollution monitoring
is a very important issue for national emergency response systems. For example,
after the Algeciras accident in Spain (30 May 1998) many European monitors
measured peaks of air radioactive contamination, but during several days the
reason was unknown. Similar situations had happend after the Chernobyl and
many others "man-made” catastrophes. Revealing regions with a high poten-
tial risk and vulnerability from nuclear or industrial sites is also important in
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the long-term planning of socio-economical development of territories and emer-
gency systems.

A combination of the direct and inverse modelling approaches allows to solve
some environmental and nuclear risk problems much more effectively compared
with traditional ways based on a direct modelling. In this article we describe
some aspects of application and development of the simulation technique pro-
posed in [1-13]. It should be noted that most of researchers, which use for
the discussed problems inverse methods, exploit the common back-trajectory
techniques, suitable only for Lagrangian models [14-16]. The inverse modeling
procedure described in the paper is based on variational principles with splitting
and adjoint equations and it is applicable for Eulerian and Lagrangian models
[7,9].

Advanced mathematical models of hydrodynamics and models of transport
and transformation of pollutants in the gaseous and aerosol states are rather
complicated, because they should take into account both natural and anthro-
pogenic factors which affect the processes considered. In one paper it is impos-
sible to give an extensive description of the simulation technique for a whole set
of models. Therefore, we present as an example the ideas and main construc-
tional elements of the models of transport and transformation of pollutants. It
is assumed that the meteorological characteristics of the atmospheric system are
known and prescribed as input information in the transport models.

2 Formulation of the Problems for Transport
and Transformation of Pollutants

A dual description of the models as shown in [3, 5], is used to construct nu-
merical schemes and their algorithms for direct, adjoint, and inverse problems:
(1) as differential equations of transport and transformation of multi-species
pollutants, and (2) in the variational form with a help of an integral identity.
The basic equation system of the model is written in the following form [4-6]:

o _ 0Ty,

where @ = {p;(Z,t),i = I,n} € Q(D;) is the vector-function of the state,
@; - concentration of the ith pollutant, n - number of different substances,
f = {fi(@t),i =T1,n} - source functions, r; - functions which describe uncer-
tainties and errors of the model, L(mp,) = div[r(dp, — pgradp,)] - advective-
diffusive operator, @ = (uy,ug,us) - velocity vector, p = {u, ftq, g} - coeffi-
cients of turbulent transfer along the coordinates ¥ = {z;,i = 1,3}, H(®) -
nonlinear matrix operator of an algebraic form, which describes the processes of
transformation of pollutants, 7 - pressure function, whose form depends on the
chosen coordinate system, D; = D x [0,%], D - domain of variation of the spatial
coordinates @ , [0,%] - time interval, and Q(D;) - space of the state functions,
which satisfy the conditions at the boundary of the domain D,;. The transport
operator is made antisymmetric using the continuity equation of [3].

+ L(rg;) + (H(@)i— fi—ri=0, i=1n, n>1 (1)
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The initial conditions at ¢ = 0 and model parameters can be written in the
following form:

—

930 :¢2+50(f)5 ?:?a+<(fst)7 (2)

where @'2 and Y, are a-priori estimates of the initial fields 3% and vector of

parameters Y; 50(5), 5 (Z,t) are the errors of the initial state and parameters. If
we suppose that the model and input data are exact, the error terms in (1)-(2)
should be omitted. The boundary conditions of the model are consequences of
the physical content of the problem under investigation.

If the model implies the presence of errors, the expressions which describe the
latter are formally included into the source functions as additional components.

The variational formulation of the model has the form [3,4]

H@@ﬂ?ﬁ;/m¢—>aWDm:m, 3)
Dy

where @ € (Dy) is the state function, ¢* € Q*(D;) - adjoint or co-state function,
Q*(D,) - space of functions adjoint to Q(Dy), Y = {Y;,i = I,n} € R(D,)
- vector of parameters of the model, and R(D;) - region of their admissible
values. The integral identity (3) is constructed taking into account the boundary
conditions. The integrand in (3) is made symmetric, which automatically (i.e.,
without additional operations of differentiation and integration) ensures energy
balance of functional (3) with the substitution g* = &.

Now let us describe one more essential element of the construction. We mean
the data of measurements. In order to include them into the model processing, it
is necessary to formulate the functional relationship between the measurements
themselves and state functions. Let this relation take the form

where WU, is the set of observed values; M (P) - set of measurement models;
J(Z,t) - errors of these models. The values of W,, are defined on the set of
points D € D;.

From point of view of the computational technology, the methods of inverse
modeling are more suited to work with global (integral) characteristics of the
models and processes than to work with the local ones. This is why we determine
the set of such objects in a form of functionals.

For the purposes of monitoring, predicting, controlling, designing, and con-
structing algorithms of inverse simulation, we introduce a set of functionals

%@:/&@m@ﬂwﬁ, F=TE, K>1, 5)

where Fj(@) are the prescribed functions on a set of the state functions, which
are differentiable with respect to @, x;, > 0 - weight functions, and x;, dD dt



60 V. Penenko and A. Baklanov

- corresponding Radon or Dirac measures in D;. Using a functional (5) and
an appropriate choice of the functions Fi (@) and y;, we can find generalized
estimates of the behavior of the system, ecological restrictions on the quality
of the environment, results of observations of various types, purpose control
criteria, criteria of the quality of the models, etc. [5, 6]. For example, measured
data (4) can be presented as

—

30(@) = ( (%~ 112) 508 (9~ 51@))) ©)

where the index T" denotes the operation of transposition. For source estimation,
in addition to the functionals (6), it is necessary to consider a set of functionals
in the form (5). Each of them describes an individual measurement.

Variational formulation (3) is used for the construction of the discrete ap-
proximations of the model. For these purposes, a grid D} is introduced into
the domain Dy, and discrete analogs Q"(DJ), Q*"(D}), R"(D}) of the corre-
sponding functional spaces are defined on it. Then, the integral identity (3) is
approximated by its sum analog

"B, Y,$") =0, geQ"(Dh), ¢ cQ™D}), Y e R*DM. (7

The superscript i denotes a discrete analog of the corresponding object. Nu-
merical schemes for model (1) are obtained from the stationarity conditions of
the functional I"(, Y, ") with respect to arbitrary and independent variations
at the grid nodes D! of the grid functions ¢* € Q*"(D}) for direct problems
and @ € Q"(D}) for adjoint problems [3)].

3 The basic algorithm of inverse modeling and
sensitivity studies

Let us use the ideas of the optimization theory and variational technique for
the statement of the inverse problems and construction of methods for their
solution. In this case, all approximations are defined by the structure of the
quality functional and way of its minimization on the set of values of the state
functions, parameters, and errors of the model discrete formulation [5].

The basic functional is formulated so that all the available real data, errors
of the numerical model, and input parameters are taken into account:

J@) = @)+ (W) + ((¢° ~&) Wy (8- @2)) ®)
Dh
((F-7) w7 - @)Rh(m) FIG T,

Here, the first term is given by (5),(6), the second term takes into account the
model errors, the third term describes errors in the initial data, the fourth term
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is responsible for the errors of the parameters, and the fifth term is a numerical
model of the processes in a variational form, W;, (i = 1, 2, 3 are weight matrices).
The stationarity conditions for the functional (8) gives us the following system
of equations:

th —a, —»*7Y . I . .
% =BM@+G"@,Y)— f-7=0, )
oI(@, 3, Y) oo -
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where A; is a discrete approximation of the time differential operator, B - di-
agonal matrix (some diagonal elements of which can be zero), G(@,Y) - non-
linear matrix space operator depending on the state function and parameters,
AT (3, }7) ~ space operator of the adjoint problem, I';, - functions of model sen-
sitivity to the variations of parameters, and « - real parameter. The operations
of differentiation (9),(10),(12),(16) are performed for all grid components of the
state function, adjoint functions, and parameters. For temporal approximation
of functional (8), we use the method of weak approximation with fractional steps
in time [3]. This is why the equations (9) and (10) are the numerical splitting
schemes. The system of equations (9)-(17) is solved with respect to 7, @'0,5_}
by the iterative procedures beginning with the initial approximations for the
sought functions

=0 PO=gl YO-=Y, (18)

Three basic elements are necessary for the realization of the method: 1)

algorithm for the solution of the direct problem (9),(13)-(15); 2) algorithm for

the solution of the adjoint problem (10),(12); 3) algorithm for the calculation of

the sensitivity functions I’y with respect to variations of parameters (16). Then,

the main sensitivity relations are constructed [3,5]:
0

601(P) = [k, 6Y) = 5=1"(@. Yo + a8, 3) oo, k=0K. (1)

where the symbol ¢ indicates variations of the corresponding objects, §5Y =
{6Y;,i =T, N } is the vector of variations of the parameters Y .
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Inverse problems and methods of inverse simulation are formulated from
the conditions of minimization of functionals (5) in the space of parameters or
from the estimates of sensitivity to variations of these parameters. It includes
algorithms for solving problems (9)—(17) and implementation of the feedback
from the functionals to the parameters, which are derived from the relations
(16) and (19):

dYy,

7 :_narkay Oé:].,Na, Na SN’ (20)

where 1, are the coeflicients of proportionality, which are found in the course
of solving the problem, and N, is the number of refined parameters.

It should be noted that the proposed variational principle, being combined
with the splitting technique, allows to derive the hybrid set of Eulerian and
Lagrangian transport models [7,9,8]. Such types of models complement each
other so that their merits increase and demerits decrease in some respect.

In constructing numerical schemes for the transport model, the hydrother-
modynamic components of the function of atmosphere state are assumed to be
known and can be prescribed by different methods. In particular, they can be
calculated from the models of atmospheric dynamics, which are integrated si-
multaneously with the transport models. For diagnostic studies, evaluation of
information quality of observation systems, and implementation of scenarios of
ecological prospects, transport models may be used together with models of the
informational type, which generate characteristics of atmospheric circulation on
the basis of retrospective hydrometeorological information [17]. In this case, for
the construction of the directing phase space, we use Reanalysis data [18] for
the global and large scales, and DMI-HIRLAM archives [19] for the meso- and
regional scales.

The suggested approach enable to solve a broad class of environmental and
nuclear risk problems more effectively. This approach includes: (i) development
of a methodology to reveal the prerequisites of ecological disasters; (ii) envi-
ronmental quality modeling; (iii) detection of the potential pollution sources;
(iv) evaluation of their intensity; (v) estimation of the informative quality of
monitoring systems; (vi) calculation of sensitivity and ”danger” functions for
protected areas; (vii) territorial zoning with respect to the danger of being pol-
luted by known and potential sources of contamination; (viii) interconnections
between source and recipient of pollution (direct and feedback relations); (ix)
estimation of risk and vulnerability of zones/regions from nuclear and other
dangerous sites, and (x) estimation of sensitivity functions for selected areas
with respect to risk sites.

The number of applied problems were solved with the help of different mod-
ifications of the described methodology. Application of the direct and inverse
modeling procedures, including sensitivity investigation, are given in [7,9,10,13].
Some specific studies of nuclear risk and vulnerability were presented in [11,12].
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4 Algorithm for source estimation

Source term estimation is based on the use of monitoring data and inverse
modeling. It is a particular case of the general inverse modeling algorithm [5,6].
The source function is considered as one of the parameters in Y € R(Dy). The
proposed computational scheme of the algorithm is as follows.

1) Suppose that the source term in (1) can be presented as a function

F= 3 Qulthwa(®), (21)

a=1

where (), and w,, are the power and space pattern of the source with the number
a = ]._,Oé N-

2) Choose a set of measurements ¥,,, and design the form of the functionals
®1($,¥,,),k = 1, K for description of the measuremens. Note that the state
function have to be included into the functionals for adjoint problems.

3) Calculate the sensitivity functions which can show us if the sought-for
source can be observed with a given set of measurements. It means that one
has to solve as many adjoint problems as number of measurements. Note, that
such problems can be effectively run in parallel computing. Then the obtaned
solutions of the adjoint problems should be investigated to find the observability
regions where supports of the sensisitivity functions overlap in space and time.
One should search for a source namely within these areas. The greater is the
number of overlapped supports, the more exact source placement can be isolated.

4) Formulate the sensitivity relations for the chosen set of functionals

8Bk(B, Um) = (Ph(E,1), > 6Qawa(®), k=TK, (22)

a=1

which give us the possibility to define the source power variations. In a linear
case, (22) gives the relation for power itself. For more precise identification of
the source parameters the general algorithm of inverse modeling should be used.

5 An example to detect the source location

A test problem is in the detection of the source location using measurement data.
As observational data, the solution of the 3D hemispheric direct problem on
pollutant transport from the point source in the Central Europe was taken [10].
The scenario holds a 10-day period (24 March - 02 April 1999). Atmospheric
circulation was reconstracted by means of numerical model [17] using Reanalysis
data [18] in assimilation mode. The 2D section of concentration field at the
surface level is presented in Fig.1 (left).

Following a criteria of relative significance level of about 10~* with respect
to the maximum concentration value at 2 April 1999, ten monitoring points,
located at the Earth surface, were choosen. The ”observations” were provided
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during 1 day. For this monitoring system, the 11 inverse scenarios were created
for estimation of the functionals (5) with the linear Fj and Dirac measures
[7,9,13]. The first scenario takes into account the entire monitoring set. In
Fig.1 (right), the surface level of the sources’ sensitivity function is displayed.
The local maximums are obtained near the monitoring sites. As it is seen, there
is no direct evidence for detection of the source. The generalized characteristic
of the next 10 scenarios is presented in Fig.2 (left). Each of the scenarios
gives the sensitivity functions for the functional that takes into account just one
observation. The generalized characteristic is the function which describes the
overlap of the sensitivity function supports. The value of this function gives the
number of overlapped areas. The domains with the great values is preferable to
search a source. The value 10 shows the domain where 10 supports overlap. In
Fig. 2 (right), which is extraction from Fig.2 (left), this domain is displayed.

Several other examples of source term estimation, based on the direct and
inverse local-scale modelling in a case of accidental contamination from an un-
known release, and estimation of regional risk and vulnerability from various
nuclear and industrial dangerous sites are discussed in [8,12,13].

Thus, the suggested methodology, based on a combination of direct and
inverse modeling, extends the area of application of mathematical models. It
allows us to find key parameters which are responsible for the processes’ behav-
ior. Variational principle provides relations between measured data and models,
and gives the construction for a whole set of algorithms to solve environmental
problems.

Acknowledgments. V.P.’s work is partly supported by the Grants of the
RFBR (01-05-65313 and 00-15-98543) for the Leading Scientific Schools of Rus-
sia, Russian Ministry of Industry and Science (0201.06.269/349), and European
Commission (ICA2-CT-2000-10024).

References

[1] Marchuk, G.I.: Mathematical modeling in the environmental problems.
Moscow, Nauka (1982) (in Russian)

[2] Marchuk, G. I.: Adjoint equations and analysis of complex systems. Kluber
Academic Publication (1995)

[3] Penenko, V.V.: Methods of numerical modeling of the atmospheric pro-
cesses. Leningrad, Gidrometeoizdat (1981) (in Russian)

[4] Penenko, V.V. and Aloyan, A.E.: Models and methods for environment
protection problems. Nauka, Novosibirsk (1985)

[5] Penenko, V.V.: Some Aspects of Mathematical Modeling Using the Models
Together with Observational Data. Bull. Nov. Comp. Cent. 4 (1996) 31-52

[6] Penenko, V.V.: Numerical models and methods for the solution of the prob-
lems of ecological forecast and design. Survey of the Applied and Industry
Mathematics. Vol. 1, 6 (1994) 917-941



Methods of Sensitivity Theory and Inverse Modeling 65

1 3 5 7 9 11
1E-05 0.0001 0.001 0.01 0.1 1 1E-05 0.0001 0.001 0.01 0.1 1

Figure 1: Solution of the direct problem: concentration fields (left), and the sen-
sitivity function based on the inverse simulation for the entire set of observations
(right)
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Figure 2: The overlapped supports of the sensitivity functions for 10 individual
observations (left) and detected sourse location area (right)
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