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Abstract. The size of Internet has been growing very fast and many documents
appear every day in the Net. Users find many problems to obtain the
information that they really need. In order to help users in this task of finding
relevant information, recommending systems were proposed. They give advice
using two methods: the content-based method that extracts information from the
already evaluated documents by the user in order to obtain new related
documents; the collaborative method that recommends documents to the user
based on the evaluation by users with similar information need. In this paper we
will present our approach through the employment of a user model and analyze
some existing Web recommending systems and identify some problems that we
try to solve in our system METIOREW. Some of the problems in document
recommendation are: a) how to begin with document recommendation to users
at the beginning of interaction when there is little or no knowledge on the user,
b) how to make document recommendation to the user with changing
information needs (objectives) without employing the general preferences of all
the users but employing explicit individualized user model that integrates the
user’s objectives, c) how to provide access to the user’s past history in order to
review interesting documents related to specific objectives. The algorithms that
we propose for calculating the degree of relevance of documents based on our
user model is also explained.

1 Introduction

The size of Internet has been growing very fast and many documents appear every
day in the Net. Users find many problems to obtain the information that they really
need. In order to help users in this task of finding relevant informationrecommending
systemsare proposed. Due to this great amount of information that comes from
everywhere, recommending systems are needed to filter junk e-mail [27], to obtain
only the relevant news from Usenet, like GroupLens [25] or URN [10], to get only the
interesting World News for the user [7] and probably the most important, to find
information in theWWW. In this article we will concentrate on this last type of
systems.



In the next subsections we will present the three methods that exist to make
recommendations on the Web. In section 2 we will see the work that has been done in
this area focusing on the advantages and disadvantages of each. In section 3 we will
describe our Web Recommending system METIOREW that tries to solve most of the
identified problems in the systems of section 2. Section 4 describe the state of
development of this system and the lines that we are following.

1.1 Content-Based Recommendations

In order to recommend a document to a user some systems use only the content of the
documents. To do so, documents are represented with a set of features like title,
author, keyword, etc. When a user evaluates a document as interesting this set of
features is used to look for similar documents. A user model or profile is constructed
from different evaluations that lead the systems to know more about the user
preferences. This model has been constructed only using the features of the
documents. That’s why they are calledcontent-based recommending systems.

1.2 Collaborative Recommendation

The activities of many users on an Information Retrieval System (IRS) are often very
similar because they have similar preferences or related interest. This means that the
difficulties to find interesting information are repeated for each of these users. A
possible solution to avoid work already done is to share the result of a user between
other users with “similar interest”.

A pure collaborative recommending system offers documents to the user not
because of its content but because there is a similar user who has evaluated them as
interesting. This means that in this case the similarity is between people that evaluated
in the same way some documents without taking into account the content of those
documents.

The problem with this kind of systems relates to new documents. Until somebody
evaluates them the system has no information regarding their relevance and the
system will not be able to recommend them. Another important problem relates to the
number of users of these systems. The fewer the number of users the lower the
probability of evaluating the documents with the same interest. In this case, the
system will not be efficient.

1.3 Hybrid Solution

The content-based method has been used in IR area with interesting results. But the
idea of completing the recommended documents, that has been evaluated by the user,
with other documents that has been retrieved by other users with similar
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characteristics looks like very promising. This hybrid solution is more efficient than
each method applied separately.

2 Related Work

In this section we will analyze the most representative recommending systems that
apply some of the methods explained above. We will concentrate on themain aspects
that differentiate the systems from each other.

WebWatcher1. [1] This system makes only content-based recommendations. The
user expresses what he’s looking for using keywords that define his goal. The goals
are restricted to technical reports and the keywords can be on author, title, etc. The
user navigates through the Web under the supervision of WebWatcher that will assist
him by highlighting the links that are closer to the keywords of the goal. To calculate
the degree of relevance they use the methods of Winnon [20], Wordstat, TFIDF [26]
and Random.

Letizia. [19] This is another content-based system that recommends web documents.
The user doesn’t need to enter information about his information need. Letizia
supervises his actions and uses some heuristics to determine what’s interesting for the
user. For example, if a user makes a bookmark of a document, it means that he’s
interested in it. Other less strong heuristic is that if a user analyses the links of a
document, the document is most likely related to his information need. Documents are
represented by list of keywords.

Syskill & Webert. [23] Using content-based recommendation this system predefines
some topics that can be the possible goals of the users. An index for each topic has
been manually created. When the user evaluates some documents of this index the
system can recommend the most related pages with the pages already evaluated. The
algorithm to select relevant documents is a Bayesian classifier. Also LYCOS’ queries
can be constructed by the system.

FAB. [2-4] FAB is an adaptive collaborative web recommending system. It has
different kind of agents: collection agents (to look for new information of a limited
number of topics), selection agents (one for user who has a model of him in order to
recommend the most interesting documents) and a central router (who send pages
obtained from the collection agents to selection agents of users with a similar profile
to the content of the pages). The user regularly receives a list of pages to evaluate.
This information is used to update the original collection agent (that is not attached to
this user) and his selection agent. This agent uses the TFIDF [26] to obtain the
keywords of the document and the cosine similarity measure to calculate the

1 WebWatcher http://www.cs.cmu.edu:8001/afs/cs.cmu.edu/project/theo-6/web-
agent/www/project-home.html



similitude between the user profile and the document. The best-evaluated documents
are sent to other users with similar profile.

PTV. [12] This system recommends Television programs through the WWW and the
WAP. There is a user profile composed of the channels, keywords, programs, etc.,
that interest the user. He can update the model but the best way is through relevant
feedback. The system selects the k users most similar to the actual one and offers ther
best programs for this user. When a recommendation is asked by the user a list of
programs is shown, some of them selected from thoser programs and others from
content recommendations.

MOVIELENS 2. [13] It recommends films to the users. For this, it recommends films
using the information of other users with similar video preferences and also
information based on the user’s previous evaluations. They use different agents to
collect information using different methods and combine them to obtain better results.
In their experiment they make comparison when using only content-based
information or possible combination with one or more agents, and they conclude that
the best solution is the mixture of several agents and the information based on the user
feedback.

Casper/Jobfinder. [8; 24] Casper helps to find a new job. It works making case
based reasoning. It evaluates each possible new job comparing it with the jobs already
evaluated and proposes it if it is the most similar to one that has interested to the user.
With this idea they restrict the selection problem to a classification one. They use a
standard weighted-sum metric to calculate the similarity, and as features they use the
kind of work, salary, experience, etc. Casper is also collaborative because it makes
recommendations from similar user, where the calculation of similarity is done using
the number of different jobs that they have evaluated in common.

GASs.[5] It pretends that a group of people with the same goal looks for information
in the Web, and that this information will be shared between them. For this they need
to have a group model besides a user model.

WebCobra. [29] It’s also a recommending system where initially the user evaluates a
set of documents from where a vector of keywords is extracted that will be used to
identify this user. This vector is sent to a server that uses the simple cosine method to
calculate the similarity and assigns a user to a group. When the user evaluates other
documents he selects which of them are the best to send to the partners of the group.
The subjects for the groups are concentrated in very specific domains to facilitate the
task of a group. The user can ask for recommendations and he will receive the
documents marked as interesting by other partners.

We will resume here some limitations of these systems and present how we have tried
to solve the problems in our system METIOREW.

2 MovieLens http://movielens.umn.edu/
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The first problem relates to the creation of a model of a user on which the system
has little or no information. This is a typical problem in User Modeling. One of the
solutions to solve this problem is through the use of stereotypes [17] [15]. Letizia,
Syskill, Webert and Casper have difficulties at the beginning to give advice to the
user because the model is empty. In MOVIELENS, alittle training is needed by the
system that offers a list of films to evaluate to create the initial model. In FAB, at the
beginning, a list of documents is given to the user to evaluate. FAB has an
‘amalgamated profile’ with the documents that are most interesting for the actual
population of the system and from whichn documents are offered to the user to begin
to create the model. WebWatcher and WebCobra begin to create the model using
some initial keywords that nearly fix the model to them.

Other important problem that we have found in those systems is the global vision
of the people’s interests. It looks like if somebody will always want to find the same
information in the web. Letizia, FAB, PTV,MOVIELENS or WebCobra don’t define
the concept of goal or objective. But even the systems that define it are very
restrictive or let the user to have only one goal. For example WebWatcher allows one
goal restricted to technical reports, Syskill & Webert allows the selection of a limited
number of topics for which some index has been manually constructed,GASs
supposes that many people have the same one single goal.

The last important concept is related to the manipulation of the history. Everybody
has bookmarks in his Web browser with the most relevant URLs. Many users group
them by topics. But why can’t we find the documents that we have already evaluated
as FAB does? From the systems analysed only3 MOVIELENS allows the review of
the evaluated documents.

3 METIOREW description

METIOREW is a collaborative and content-based Web recommending system. It
recommends documents to the user by trying to solve the problems presented in
section 2. The first aspect of METIOREW is that it is objectives oriented where an
objective expresses an information need. We can relate users and objectives in the
following manners in an Information Retrieval System a) a user’s information need
can evolve, b) the user can have the same information need at different times and c)
different information needs can be related. Related information needs does not have
the same degree of similarity. The same methodology is used in METIORE [11].

METIOREW allows the user to review the documents already evaluated through
the user’s history. The user also has the possibility to modify the evaluations attached
to the documents. This can be interpreted as an “intelligentbookmark” organized by

3 The information we have from these systems is based on the content of their publications,
perhaps there are other features that haven’t been documented



objectives and evaluated documents sorted in the order of their relevance to the
objectives.

The problem of how to make recommendations to users at the beginning has also
been carefully studied in METIOREW. The user inserts an objective (In natural
language, but it’s used only like a label) and a list of keywords that helps to create the
initial model for this objective. As this model is not strong enough, the system looks
for other user with a similar objective (initially using this list of keywords). Then for
the new user two models are managed in parallel to give him recommendations: his
own model and the most similar model found in the system. The second one is used
until the new user’s model is significant.

3.1 Architecture

Fig. 1 we represent the general architecture of METIOREW. The final objective of
METIOREW is to find the most relevant Web pages for the current user’s objective.
The pages will come from Web robot search, supervised navigation and collaborative
retrieval. In the following paragraphs we explain the architecture of the system.

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Architecture of METIOREW

Personal Agent.For the development of METIOREW we have adopted an approach
based on agents [22] with specific goals and who share information. ThePersonal
Agent controls the users’ identification, management of objectives, supervised
navigation, history of activities, generation of recommendations and the reception of
user feedback.

Search Agent. There is a search agent for each user objective that will look for
information in a web index like Altavista, Yahoo and Ya.com. It constructs the
queries using the most representative keywords of the user model for this objective.
This agent will get a list of documents that will be kept for recommendation to the
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user when needed. Thekeyword agentdoes a description of documents content in
order to know the real relevance of these documents for the user.

Keyword Agent. This agent receives a Web page and generates a set of keywords
that describe it. In 3.4 we have the algorithm to select the features that represent a
document.

Collaborative Agent. Its goal is to offer relevant information to the user taking as
reference documents that have already been evaluated by other users with similar
objective with the current user’s objective. Only documents with degree of similarity
superior to a predefined threshold are proposed. The agent searches for the most
similar objectives by comparing the models and for each of the objective retrieves a
list of pages that will be sorted according to the degree of relevance.

Mail Agent. There is one mail agent for each user. It’s activated with a timer defined
by the user (for example once day or once week). Its mission is to examine the list of
recommendations generated by the collaborative and search agent and send the N best
links for each objective to the user through mail. This lets the user define different
objectives, improve their model in different sessions, thus allowing the system to
retrieve relevant documents without the user’s interaction.

3.2 Functionality

When the user begins a session with a new objective thepersonal agentasks the user
to insert a textual description of his current objective and a list of initial keywords that
will describe it. Then asearchand acollaborative agentare initiated to look for
related pages. The user can also begin to navigate freely on the Web in a supervised
way. If he finds by himself relevant documents he will give a feedback that is used to
update the model. Whenever the user asks for recommendation thepersonal agent
will look for the new documents that have been found for this objective and they are
proposed in a list.

As the initial model (real model) is only restricted to a list of keywords,
METIOREW tries to improve it using the model (external model) of the user with the
most similar objective to the current one. The possible recommendations of the two
models are used to make new recommendations. Each relevant feedback serves to
improve the real model. The external model is used until the real one is enough
independent (at least 10 positive feedback). Also the possibilities of disable or change
the external model for another one are contemplated. This will be use when a high
percentage of the recommendations of the external model are rejected.

After evaluating some documents the user model will be refined and composed of
the initial keywords (that will have an important weight because they have been
directly selected by the user) and new ones obtained from the documents evaluated by
the user. Thesearchand collaborative agentsuse the current information of the
model to search for new related documents that are kept in a repository for this user.



Thepersonalandmail agentsconsult it to generate recommendations. The documents
of the repository are sorted by degree of relevance to the objective.

3.3 User Model

The user model keeps all the information needed to personalize the interactions with
the user. In METIOREW we keep diverse information that we resume in Table 1. The
model is objective oriented. This means that for each user we can have several models
depending on the different information needs. With this representation the same user
will be able to work in different sessions with different objectives, but having the
possibility of review past sessions through the information acquired by the system.

Documents
Revised

URL, keywords, evaluation
Used to regenerate the keyword synthesis, and for the
review of the user’s history

Keyword
synthesis

Keyword, ev1, ev2, ev3, ev4
Each relevant keyword and the frequency for each of the
four kinds of evaluations are kept in the system

Related
objectives

User, objective, % similitude
List of objectives found by the collaborative agent as
similar to the current objective

Documents to
recommend

URL, keywords, %similitude
Documents obtained by the search and collaborative
agents that hasn’t been evaluated

Table 1. Content of the user model

The user’s relevant feedback is fundamental to make the personalized
recommendations. In METIOREW we use four kinds of feedback.OK (The document
is interesting for the user), KNOWN (The document is interesting for the user but he
already knew it), BOF (With the current knowledge of the user, he can not determine
if this document is interesting or not), ERROR (This document is not relevant to
user’s objective).

3.4 Calculation of the degree of relevance

In this section we describe briefly the methods used to calculate the degree of
similarity between a document and the user model (keyword synthesis), between two
objectives and how we extract the relevant keywords from the documents and the
model.

Obtaining relevant keywords. The keyword agent will obtain the features to
describe the web page. It makes it using the Term Frequency TF [14] by applying
some heuristics such as “remove the most and least repeated words”. It is expected
that this will provide the bestm words that describe the document.

Classifying new pages in the user model.After each evaluation by the user, the
synthesis of the keywords in user model is updated. Increasing by one the frequency
of the evaluation for each keyword that represents the document evaluated does this.
When a new page arrives the system must predict how the user will evaluate it. To do
that we compare the vector of features of this document with the user model for the
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current objective using an adaptation of the Naive Bayes [18] that has been proved to
be a good classifier in [18] [28] [21] [16] [30].

Objectives similarity. To find similar models is needed to compare different
objectives. For this we use the Pearson Correlation [6] that we adapt to the
representation of our synthesis model. In the eq. 1w(a,i) is the similitude between the
objectivesa andi. vi,j is the probability that the user with objectivei (ui) evaluates as
interesting the elementj. Where interesting means classify asok(c1)or known(c2)and
Ii is the set of features on which the user has given a feedback4.
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Obtaining representative features for searching.To create a vector that represents
the model of the current objective we use the eq. 2. It gives the probability of
evaluating as correct each feature. Sorting this we obtain then best keywords to be
used by thesearch agent.

4 Future Work

The system presented here is in the phase of development and we are planning its
experimentation in a real situation. This experimentation will be composed firstly by
the analysis of information collected by the system, basically efficiency in
recommendations and percentage of correct prediction of feedback. Besides that, we
elaborate a questionnaire to be filled by the users in order to make a correlation
between the system’s proposal and the user’s opinion. We are also working on the
improvement of thepersonal agentas a 3D agent in the style of Pazzani [7] that
makes the user feel a more human interaction with the computer.
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