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Abstract. In this paper we present an approach to the problem of segmenting
and identifying handwritten annotations in noisy document images. In many
types of documents such as correspondence, it is hot uncommon for handwritten
annotations to be added as part of a note, correction, clarification, or instruction,
or a signature to appear as an authentication mark. It is important to be able to
segment and identify such handwriting so we can 1) locate, interpret and re-
trieve them efficiently in large document databases, and 2) use different algo-
rithms for printed/handwritten text recognition and signature verification. Our
approach consists of two processes. 1) a segmentation process, which divides
the text into regions at an appropriate level (character, word, or zone), and 2) a
classification process which identifies the segmented regions as handwritten. To
determine the approximate region size where classification can be reliably per-
formed, we conducted experiments at the character, word and zone level. We
found that the reliable results can be achieved at the word level with a classifi-
cation accuracy of 97.3%. The identified handwritten text is further grouped
into zones and verified to reduce fase alarms. Experiments show our approach
is promising and robust.

1 Introduction

The ability to segment a document into functionally different parts has been an ongo-
ing goal of document analysis research. In the case where the content is presented dif-
ferently (in a different font, or as handwritten as opposed to machine printed), differ-
ent analysis algorithms may be required for interpretation. In the case of handwritten
annotations, such marks often indicate corrections, additions or other supplemental in-
formation that should be treated differently from the main or body content. We have
found annotations of particular interest in the processing of correspondence and re-
lated business documents.

Previous work related to this problem has focused on distinguishing handwritten
from machine-printed text with the assumption that the text region is available and/or

mented. The identification is typically performed at the text line [f1] [2, 3,[4], word
[Sﬁor character level [[6,[7]. At the line level, the printed text lines are typically ar-
ranged regularly, while the handwritten text lines are irregular. This characteristic is
exploited by several researchers. Srihari et a. implemented a text line based approach
and achieved the identification accuracy of 95% [Q. One advantage of the approach is
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it can be used in different scripts (Chinese, English etc.) with little or no modification.
However, this feature is not available at the word level. Guo et al. proposed an ap-
proach based on the vertical projection profile of the word @]. They used a Hidden
Markov Model (HMM) as the classifier and achieved the identification accuracy of
97.2%. Although at the character level less information is available, humans can still
identify the handwritten and printed characters easily, inspiring researchers to pursue
classification at the character level. Kuhnke proposed a neural network-based ap-
proach with straightness and symmetry as features, and achieved an identification ac-
curacy of 96.8% and 78.5% for the training and test sets respectively [1?]] Zheng used
a run-length histograms as features to identify handwritten and printed Chinese char-
acters [[6]. About 75% of the strokes are either horizontally or vertically straight in
printed Chinese characters, but curved in handwritten characters. This distinctive
characteristic is used to identify handwritten and printed Chinese characters. Based on
the run-length histogram features, Zheng achieved the identification accuracy of 98%.
However, the method cannot be extended to Latin character because the strokes of
most Latin characters are curved.

Most of the previous research is focused on the identification problem with the as-
sumption that the regions to be identified is already segmented or available. In prac-
tice, however, handwritten annotations are often mixed with printed text. The hand-
written regions must be separated from the printed text first. Previous page
segmentatipn algorithms can be classified intq three categories: bottom-up, top-down
and hybrid® In a typical bottom-up approach”, connected components are extracted
then merged into words, lines and zones based on the spatial proximity. A top-down
approach starts from the whole document and then splits it recursively into columns,
zones, lines, words and character No matter what segmentation method is used, the
special consideration must be given to the size of the region being segmented. If the
region istoo small, the information contained in it may be not be sufficient for identi-
fication; if the region istoo large the handwritten text may mix with the printed text in
the same region. Figure@ shows the relation between the accuracy of segmentation
and the amount of information contained for identification at different region sizes.
The experimental results presented later show the identification process is robust and
reliable at the word level.

The diagram of our system is shown in Figure[2l After filtering the noise, we ex-
tract the connected components and merge them into words based on the spatial
proximity. A trained Fisher classifier is then used to identify the handwritten and
printed words. Finally, the identified handwritten words are merged into zones.

The rest of the paper is organized as follows: In Section 2 we present our segmen-
tation and identification method. Section 3 describes the experimental results. Discus-
sions and future work are provided in Section 4.

Information for identification

>
Character >{ Word ext Line|—>| Zone
<&
Y

Segmentation accuracy

Fig. 1. The relation between the accuracy of segmentation and the amount of information con-
tained for identification at different region sizes.
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Fig. 2. The diagram of our system

2 The Approach

In this section we will present our method for the segmentation and identification of
handwritten annotations.

2.1 Word Segmentation

We use a bottom-up approach to segment the text into words. After the connected
components are extracted from the document image, we estimate the average charac-
ter size using a histogram of component heights [[9]. We then group the neighboring
connected components into words if they are spatialy close in the horizontal direc-
tion. Sometimes handwritten annotations come in contact with or are very close to the
printed text. When they are grouped into the same word due to the spatial proximity,
we enforce the following rules: Two neighboring components C1 and C2 are merged
only when they satisfy max(h,, h,) < 2xmin(h,, h,), where h, and h, are the heights of
C1 and C2 respectively.

Currently we assume the document has been de-skewed and the primary direction
of the text line is horizontal. Fi gure@ shows an example of the segmentation. Figure
3a is the original document with handwritten annotations and Figure 3b shows the
segmentation result. We observe that sometimes spurious handwritten marks are not
grouped into words due to the variability of the gap between characters. However, this
will not affect the classification result significantly. After words are segmented, we
perform the classification described in next section.
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Fig. 3. Procedures of handwritten zone segmentation and identification

2.2 Handwritten Annotation | dentification

In this section we present details of our handwritten/machine-printed text identifica
tion approach. After extracting structural and texture features, we use a Fisher classi-
fier to map the extracted features to a value used to classify handwritten/printed text.

221 FeatureExtraction

Structural Features

We use two groups of structural features. The first group is related to the physical size
of the regions, including the width and height of the normalized region, the aspect ra-
tio of the region and the density of the black pixels. The variance of the size distribu-
tion of the handwritten words is often larger than that of the printed words. We use a
histogram technique to estimate the dominant font size, and then use the dominant
font size to normalize the width and height of the region respectively. The aspect ratio
of the region and the black pixel density are also used as features.

The second group contains features consisting of the average width and height of
the connected components in the word, the aspect ratio of the connected components,
the overlap rate of the connected components, and the variance of the projection pro-
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file. In a handwritten region, the bounding boxes of the connected components tend to
overlap with each other, resulting in a larger overlap area. The overlap areas are nor-
malized by the total area of the region. In a machine-printed text region, the charac-
ters tend not to touch each other and therefore, the vertical projection profile has ob-
vious valleys and peaks. The variance of the vertical projection is used to represent
this characteristic.

Bi-level Co-occurrence

A co-occurrence histogram is the number of times a given pair of pixels occurs a a
fixed distance and orientation. In the case of binary images, the possible occurrences
are white-white, black-white, white-black and black-black at each distance and ori-
entation. In our case, we are concerned primarily with the foreground. Since the white
background region often accounts up to 80% of a document page, the occurrence fre-
guency of white-white or white-black pixel pairs would always be much higher than
that of black-black pairs. The statistics of black-black pairs carry most of the infor-
mation. To eliminate the redundancy and reduce the effects of over-emphasizing the
background, only black-black pairs are considered. Four different orientations (hori-
zontal, vertical, major diagonal and minor diagonal) and four distance levels (1, 2, 4,
8 xel s) are used for identification (altogether 16 features). The details can be found
in

Bi-level 2>2-grams

The NxM-gram was introduced by Soffer in the context of image classification and
retrieval . We are using hi-level 2x2-grams at a hierarchy of distance from the
origin. As described above, we first remove the dominant background (all the white
background grams). We then scale each entry by multiplying the number of occur-
rence by a coefficient proportional to the number of black pixelsin the 2x2-gram. The

more black pixels, the larger the coefficient. In this work, we used pb(l— p)H’,

where p is the density of the image block, and b is the number of 1'sin the 2x2-gram.
We then normalize the entire vector of occurrences by dividing them by the sum of all
occurrences. Four distances (1, 2, 4, 8 pixels) are used for identification (altogether 60
features). The details can be found in [[L1].

Pseudo Run Lengths

True run length counts are expensive to compute. We proposed a much faster method
for computing pseudo run length statistics as features. The basic ideais we first down-
sampl e the image to effectively preserve the low frequency components; the larger the
down-sampling rate, the lower the frequency of the preserved components. By com-
paring the original signal with the down-sampled one, we can estimate the high fre-
guency components that are present in the original signal. Down-sampling can be im-
plemented efficiently using a look-up table. We do 1/2 down-sampling twice and get
16 features. The details can be found in [[L1].

Gabor Filters

Gabor filters can represent signals in both the frequency and time domains with
minimum uncertainty and have been widely used for texture analysis and seg-
mentation [. Researchers found that it matches the mammal’s visual system very
well, which provides further evidence that we can use it in our segmentation tasks.
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In spatial and frequent space, the two dimensional Gabor filter is defined as:

) E 2y % (1)
g(x,y) = exps- 5+ = HX COS 27T(Uy X + V, V)
5 "H*Hax -2 s }

G(u,v) = 27T0x0y(exp{— n'l(u’—u(',)zaf + (v’—vgj)ZJ§J}+ exp{— n'l(u’+u5)zaf + (v’+v(',)za§J}) @
wherex’= —xsing + ycosd , y'=-xcosf -ysing, u'=using-vcosd,
v'=-ucosf-vsingd, u,=-u,Sind+v,cosf, V,=-U,cos8-V,sind, U, = fcosH,
v, = f sing@ . Heref and fare two parameters, indicating the central frequency and ori-

entation.
Suppose an original image is 1(x,y), then the filtered image I’ (x,y) can be described
as.

(%, y) = 1(x, y) Og(x, y) ©)

I (u,v) =1 (u,v)G(u,v) 4

It is very expensive, however, to calculate the filter in the spatial domain defined in
Equation 3. Instead, we use an FFT to calculate it in the frequent domain. Let 1(u,v)
be the FFT of the original image and G,(u,v) be the frequency response of the k" Ga-
bor filter. Then the frequency spectrum of filtered image I,’ (u,v) equals to the product
of I1(u,v) and G,(u,v). The filtered image can be achieved by calculating the inverse
FFT of I, (u,v). For Gabor filters with different parameters, G,(u,v) is calculated and
pre-stored. 1(u,v) is calculated only once and shared among different Gabor filters.
This can reduce the computation significantly. However, it is still expensive to calcu-
late FFT when image regions are big. To reduce the computation further, we divide
the whole region into several small blocks. Suppose the variance of the filtered small

block using the k" filter is Uik , then the feature of the filtered image is calculated as
the weighted sum of the variance of each small block as described in Equation 5:

N

A .k
ZWIJl k=12,..16

>w

Where theweight W, isthe number of black pixelsin the block.

O = )

For each orientation 6 we can get a different filtered images and calculate the
weighted variance (Equation 5) as a feature. In our experimentswe let , _, . 180, k=
k
N

1,2, ... N, with N = 16. Altogether there are 16 features.
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2.2.2 Classfication

We use Fisher classifier for classification. For a feature vector X, the Fisher classifier
projects X onto one dimension Y in the direction W-:

Y =W'X (6)

The Fisher criterion finds the optimal projection direction W, by maximizing the ratio
of the between-class scatter to the within-class scatter, which benefits the classifica-

tion. Let S,and S, be within- and between-class scatter matrix respectively,

« i @
S.=3 160w

5 = gwk — ) (U )T ©

U, :iiuk )

where U, is the mean vector of the k" class, Uy is the global mean vector and K is the
number of the classes. The optimal projection direction is then the eigenvector of
3;180, corresponding to the largest eigenvalue [Ej For two-class classification

problems, we do not need to calculate the eigenvector of S@lSD It is shown that the
optimal projection directionis:

W, = 8, (0, ~u,) (10

Let y, and y, be the projection of two classes and E[y,] and E[y,] be the mean of
y,and y,. Suppose E[y,] > E[y,], then the decision can be made as:

(rlassl If y>(E[yl]+E[y2])/2 (11)

C(x) =
) Eplassz Otherwise

It is shown that if the feature vector X isjointly Gaussian distributed, the Fisher clas-
sifier achieves optimal classification in a minimum classification error sense [.

Figure E]: shows the result after the identification. Only the identified handwritten
words are marked with rectangle boxes.

2.3 Handwritten Zone Generation

After identifying the handwritten words, we merge them into zones using the follow-
ing rules:

1) Select the largest unmerged handwritten word as a seed.

2) Find the candidate word with the minimum distance to the seed.
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3) If the minimum distance is smaller than a threshold (we choose four times of
character width in the experiment), then group it with the seed.

4) Repeat Step 2 and 3 until no words can be grouped with the seed. The
grouped region is marked as a handwritten zone.

5) Repeat Step 1 to 4 to generate all handwritten zones.

To reduce the false alarm, we run the identification process on the merged zones to
verify further. Those zones with small confidence Fi gure@d shows the extracted
handwritten zone after merging words.

3 Experiments

3.1 DataCollection

We collected 318 documents containing handwritten annotations provided by the to-
bacco industry. Each handwritten zone and word is ground truthed for the evaluation
purposes. However, the ground truth at the character level is expensive to achieve. In-
stead, we extract connected components inside the specified handwritten word as
characters. Sometimes the handwritten characters touch each other so a connected
component may contain several characters. It does not, however, affect the overall re-
sult significantly. All together we have 641 zones, 1504 words and 5177 charactersin
the specified handwritten zones. Since machine-printed characters outnumber hand-
written characters, we randomly select roughly the same number of machine-printed
characters, words and zones for experiments.

3.2 ldentification of Handwritten/M achine-Printed Text

For the purpose of comparison, the experiment of handwritten/printed text identifica-
tion is conducted at the character, word and zone levels. We use a N-fold cross vali-
dation technique to estimate the identification accuracy . First, we divide the data
into 10 groups. We then use one group as the test set and the remaining nine groups as
the training set to conduct classification. This process is repeated ten times with a dif-
ferent group selected as the test set at each iteration. The average and variance of ac-
curacy are shown in Table 1.

Table 1. Handwritten/printed text identification at different levels (in percentage)

Structural | Bi-level co- Bi-level seudo Gabor All

features occurrence 2x2- run filter features
grams lengths

Character 84.4+1.0 83.440.5 87.6+1.1 | 84.440.8 | 86.610.8 | 93.0+0.6
Word 95.740.5 87.5+1.5 94.3+1.2 | 89.841.5 | 95.0£1.3 | 97.310.5
Zone 89.72.4 88.1+2.8 94.0+2.7 | 91.0+1.8 | 94.9+19 | 96.8+1.6

From Table 1, we can see the identification achieves the best result at the word
level with an accuracy of 97.3%, which provides further evidence that it is appropriate
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for us to segment the document at the word level. For al three levels, it shows the
classification with all features achieves better result than with a single group of fea
tures.
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handwritten zone due to the font fied as printed

Fig. 4. Identification errors

It may be surprising that the identification accuracy at the zone level is not as good
as at the word level. We observed most identification errors at the zone level occur in
the small zones containing only one or two words. Therefore, actually no more infor-
mation can be used at the zone level than at the word level. Large zones containing
more words can be identified more reliably, but the small zones containing fewer
words are more error-prone. It is more reasonable to evaluate the zone level identifi-
cation accuracy by considering the number of wordsin the zone as weights.

Figure@a shows an identification error where a printed text zone is identified as a
handwritten one because the font is so similar to handwriting. Figure shows an ex-
ample that two handwritten zones are falsely identified as printed.

3.3 Experimentson Handwriting Segmentation and I dentification

We tested our algorithm on 318 documents. Figuresand E]show some examples of
segmented results. The identification error rate at the word level is between 2-3%. For
a typical document, there are about 200 printed words. Therefore between 4 and 6
printed text zones will be identified as handwritten zones. Another type of error isthat
some noise is segmented and identified as handwritten zones. The problem occurs
when the document is extremely noisy. Figure[j shows the segmentation and identifi-
cation result for an extremely noisy document image. Although our system identifies
all the handwritten text, other regions (logo, noise, etc) are also identified as hand-
written text. We are actively investigating more features and classifiers to improve the
result.
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Fig. 7. A challenge case on an extremely noisy document image. Although all of the handwrit-
ten are correctly identified, some of the noise regions are incorrectly segmented as handwritten
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4 Conclusions and Future Work

We have presented an algorithm to segment and identify handwritten/printed text in
document images. Our approach consists of two processes: 1) a segmentation process,
which segments the text into regions at the word level, and 2) a classification process
which identifies the segmented handwritten regions. The experimental results show
our method is promising.

We are actively extending this work in three directions. First, our current method
filters the noise by the size, which is not robust enough when document is extremely
noisy. We need to explore more robust features and classifier to identify handwrit-
ten/printed text and noise well. Second, we are developing a scheme to use contextual
information to further increase identification accuracy. And at last we will quantita-
tively evaluate the final segmentation and identification result.
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