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Abstract. Complementarity among classifiers is a crucial aspect in classifier
combination. A combined classifier is significantly superior to the individual
classifiers only if they strongly complement each other. In this paper a
complementarity-based analysis of sets of classifier is proposed for
investigating the behaviour of multi-classifier systems, as new classifiers are
added to the set. The experimental results confirm the theoretical evidence and
allow the prediction of the performance of a multi-classifier system, as the
number of classifiers increases.

1 Introduction

Complementarity among classifiers is crucial in classifier combination. In fact,
classifier combination significantly outperforms individual classifiers only if they are
largely complementary each other. Complementarity among classifiers can be
achieved by using different feature sets and  classification strategies [1,2].
Alternatively, complementarity is also expected when different training sets and
resampling strategies are used [3,4,5,6].

In this paper a complementarity-based analysis of sets of classifier is used for
investigating the behaviour of multi-classifier systems, as new classifiers are added to
the set. The result allows the prediction of the effect of increasing the number of
classifiers on the performance of multi-classifier systems. The experimental tests,
which have been carried out in the field of hand-written numeral recognition, confirm
the expected performance of the combination method and validate the proposed
approach.

The paper is organised as follows: Section 2 introduces an estimator of
complementarity for abstract-level classifiers. Section 3 shows the complementarity
of a set of classifiers, as the number of classifiers increases. Section 4 presents the
methodology used for the analysis of combination methods. The experimental results
are discussed in Section 5.
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2 Complementarity among Classifiers

In order to measure the degree of complementarity among abstract-level classifiers,
the Similarity Index has been recently introduced [7]. Let A={A1 , A2} a set of two
classifiers and P = {Pt | t=1,2,...,N} a set of patterns and let Ai(Pt) be the class label
produced by Ai for the input pattern Pt. The Similarity Index ρA for the set {A1,A2} is
defined as:
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Of course, ρA ∈ [0,1]: when ρA is close to 0, classifiers are strongly complementary;
when ρA is close to 1, classifiers are weakly complementary. Figure 1 shows the
outputs of two classifiers A1, A2, for N=10 input patterns P1,P2,…,P10. Recognitions are
indicated by �, substitutions by the labels ��, ��,�� (with ��≠��, ∀  �≠�). In this case
the recognition rates for A1 and A2 are R1=0.7 and R2=0.6, respectively. The degree of
complementarity between A1 and A2 is ρA1,A2

= 0.6. In fact:

•  P1,P2,P3,P6,P7 are recognised by both classifiers (Q(A1(Pt),A2(Pt))=1, t=1,2,3,6,7);
•  P4 is substituted by both classifiers which provide different responses: A1(P4)=��,

A2 (P4)=���(Q(A1(P4),A2(P4))=0);
•  P5 is substituted by both classifiers which provide the same response:

A1(P5)=A2(P5)=���(Q(A1(P5),A2(P5))=1);
•  P8 and P10 are recognized by A1 and substituted by A2: A1(P8)=�� and A2(P8)=��,

A1(P10)=� and A2(P10)=�� (Q(A1(Pt),A2(Pt))=0, t=8,10);
•  P9 is substituted by A1 and recognised by A2: A1(P9)=��, A2(P9)=�

(Q(A1(P9),A2(P9))=0).

A1 A2

Pattern 1 R R

Pattern 2 R R

Pattern 3 R R

Pattern 4 S1 S3

Pattern 5 S2 S2

Pattern 6 R R

Pattern 7 R R

Pattern 8 R S2

Pattern 9 S3 R

Pattern 10 R S1

Fig. 1. List of output of two classifiers
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In general, let A ={Ai  i=1,2,...,K} be a set of classifiers, P = {Pt | t=1,2,...,N} a set of
patterns the Similarity Index ρA for the set A is defined as [7]:
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3 Increasing the Number of Classifiers: Analysis of
       Complementarity

Let A ={Ai  i=1,2,...,K} be a set of classifiers with Similarity Index equal to ρA, and
suppose that a new classifier AK+1 is added to the set. The Similarity Index of
A∪{ AK+1}  is (see eq. (3)):
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Of course, the variability of ρA∪{ AK+1
}  depends on
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In order to estimate to what extent the quantity (5) can vary, the relationships
between ρAi,Aj  

(Ai, Aj ∈ A) and ρAi,AK+1 , ρAj,AK+1
 (due to the extra classifier AK+1) are

determined in the following. For this purpose, from now on we suppose that all
classifiers have similar performance, i.e. all of them have recognition rate equal to R.
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3.1   Analysis of the Complementarity between Ai and Aj.

Let Ai and Aj be two classifiers of A with Similarity Index equal to ρAi,Aj (Figure 2).
The analysis of the outputs of Ai and Aj leads to the following cases:

[A] Ai(t)=Si , Aj(t)=Sj (Si =Sj);
[B] Ai(t)=Si , Aj(t)= Sj (Si ≠Sj);
[C] Ai(t)= Si , Aj(t)= R;
[D] Ai(t)=R , Aj(t)= R;
[E] Ai(t)= R , Aj(t)= Sj.

Now, let PA, PB, PC, PD, PE be the percentage of patterns corresponding to the cases
A,B,C,D,E respectively, the following equations hold:
� PA+PB+PC+PD+PE=1;                                                                                             (6)
� PC+PD=R   and    PD+PE=R                                                                             (7)
� PA+PD= ρAi,Aj  (the quantity ρAi,Aj concerns all the cases in which the decisions of Ai

and Aj agree, i.e. cases (A) and (D)).                    (8)
From eq. (8) it follows that:

PA=δ                                                                  (9)
PD=ρAi,Aj -δ                                                             (10)

where δ is a positive quantity (δ<ρAi,Aj).
Moreover, from (7), (9) and (10), it results:

PC=PE=R-PD=R-(ρAi,Aj-δ),                                                       (11)
while from (6),(9),(10) and (11):

PB=1-PA-PC-PD-PE=1-δ-(R-(ρAi,Aj -δ))-(ρAi,Aj -δ)-(R-(ρAi,Aj -δ))=1-2R+ρAi,Aj -2δ . (12)

Ai Aj

Pattern 1 �� �� A (PA=δ )

Pattern 2 �� �� B (PB=1-2R+ρAi,Aj -2δ)

Pattern 3 �� � C (PC= R-(ρAi,Aj-δ))

Pattern 4 � �
Pattern 5 � �
Pattern 6 � � D (PD=ρAi,Aj -δ)

Pattern 7 � �
Pattern 8 � �
Pattern 9 � �
Pattern 10 � �� E (PE= R-(ρAi,Aj-δ))

Fig. 2. Analysis of complementarity between the classifiers Ai and Aj

3.2   Analysis of the Complementarity between AK+1  and Ai , Aj.

When the new classifier AK+1 is considered, two cases must be examined concerning
respectively the minimum (Case (a)) and the maximum (Case (b)) value of the
quantity (5):
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Case (a). In this case the outputs of AK+1 must be as complementary as possible to  
those of Ai and Aj. Hence, the recognitions of AK+1 must occur according to the
following priorities (see Fig. 3):
a.1) both Ai and Aj substitute the patterns (cases A and B). For this case, the

contribution of AK+1 to the Similarity Index  is null since AK+1 disagrees both with
Ai and Aj. The percentage of patterns concerning (a.1) is PA+PB at the best.

a.2) Ai or Aj substitute the patterns (cases C and E). In this case AK+1 agrees with Ai or
Aj. Therefore the contribution due to each pattern recognized by AK+1 is weighted
by 1. The percentage of patterns concerning (a.2) is PC+PE at the best.

a.3) both Ai and Aj recognise the patterns (case D). In this case AK+1 agrees both with
Ai and Aj. Therefore the contribution due to each pattern recognized by AK+1 is
weighted by 2. The percentage of patterns concerning (a.3) is PD2

 at the best,
where PD2

=R-PA-PB-PC-PE (if we assume the common condition: R>PA-PB-PC-PE).
Concerning substitutions, it must be assumed that AK+1 always provides substitutions
as different as possible from those of Ai and Aj. Hence it results (see figure 3):

ρAi,AK+1 + ρAj,AK+1=0⋅( PA+PB)+1⋅(PC+PE)+2⋅PD2 = PC+PE+2⋅PD2            (13)
where
Pc is due to patterns recognised by AK+1 and Aj, and substituted by Ai;
PD2 is due to patterns recognised by AK+1 , Ai and Aj;
PE  is due to patterns recognised by AK+1 and Ai, and substituted by and Aj.

Ai Aj AK+1

Pattern 1 �� �� � A

Pattern 2 �� �� � B

Pattern 3 �� � � C

Pattern 4 � � ��
Pattern 5 � � �� D1

Pattern 6 � � ��
Pattern 7 � � � D

Pattern 8 � � � D2

Pattern 9 � � �
Pattern 10 � �� � E

Fig. 3. Analysis of complementarity among AK+1 and Ai , Aj- Case (a)

Substituting eqs. (9),(10),(11) and (12) in (13) it results:

ρAi,AK+1+ρAj,AK+1=2(R-(ρAi,Aj-δ))+2[R-δ-(1-2R+ρAi,Aj-2δ)-2(R-(ρAi,Aj-δ))]=2(2R-1) (14)

Case (b). In this case the outputs of AK+1 must be as similar as possible to those of Ai  
and Aj.Hence,the recognitions of AK+1 must occur according to the following priorities
(see Fig. 4):
b.1) both Ai and Aj recognise the patterns (case D). For this case the contribution of

AK+1 to the Similarity Index  is weighted by 2, since AK+1 agrees both with Ai and
Aj. The percentage of patterns concerning (b.1) is PD at the best.



150         L. Bovino et al.

b.2) Ai or Aj substitute the patterns (cases C and E). In this case AK+1 agrees with Ai or
Aj. Therefore the contribution due to each pattern recognized by AK+1 is weighted
by 1. The percentage of patterns concerning (b.2) is PC+PE at the best.

b.3) both Ai and Aj substitute the patterns (cases A and B). For these cases the
contribution of AK+1 to the Similarity Index  is null since AK+1 disagrees both with
Ai and Aj. The percentage of patterns concerning (b.1) is PA+PB at the best.

Concerning substitutions, AK+1 must provides substitutions as similar as possible to
those of Ai and Aj. Precisely:
b’.1) if Ai(t)=Aj(t)=�� then it must results that AK+1(t)=� ��. For this case the

contribution to the Similarity Index due to each pattern recognized by AK+1 is
weighted by 2 since AK+1 agree both with Ai and Aj. The percentage of patterns
concerning (b’.1) is PA at the best.

b'.2) if Ai(t)=� �� and Aj(t)=� �� then it must results that AK+1(t)=� �� (or equivalently
AK+1=� ��	
� For this case the contribution to the Similarity Index due to each
pattern recognized by AK+1 is weighted by 1 since AK+1 agrees with Ai (or Aj). The
percentage of patterns concerning (b’.2) is PB at the best (or equivalently PE).

In this case we obtain (see figure 4):

ρAi,AK+1 + ρAj,AK+1=2⋅PD+1⋅(PC+ PE )+ 2⋅PA+1⋅PB=2⋅PA+PB+PC+2⋅PD+PE       (15)

where:
•  PA is due to patterns substituted by AK+1 , Ai and Aj with the same class label;
•  PB is due to patterns substituted by AK+1 and Ai with the same class label, and by

Aj with a different class label;
•  PC is due to patterns recognised by AK+1 and Ai , and substituted by Aj;
•  PD is due to pattern recognised by AK+1 , Ai and Aj;
•  PE  is due to pattern recognised by AK+1 and Aj, and substituted by and Ai.

Ai Aj AK+1

Pattern 1 �� �� �� A

Pattern 2 �� �� �� B

Pattern 3 �� � �� C

Pattern 4 � � �
Pattern 5 � � �
Pattern 6 � � �
Pattern 7 � � �
Pattern 8 � � �
Pattern 9 � � �

D

Pattern 10 � �� � E

Fig. 4. Analysis of complementarity among AK+1 and Ai , Aj- Case (b)

Substituting eqs. (9),(10),(11) and (12) in (15) it results:
ρAi,AK+1

+ρAj,AK+1
=2(ρAi,Aj-δ)+2δ+(R-(ρAi,Aj-δ))+(1-2R+ρAi,Aj-2δ)=1+ρAi,Aj        (16)
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3.3   Analysis of  the Complementarity of A∪ {AK+1}.

From eqs. (14) and (16) it follows that, ∀ i,j=1,2,…,N:
2(2R-1) ≤ ρAi,AK+1 + ρAj,AK+1≤ 1+ρAi,Aj.                            (17)

Adding the inequalities (17), for i,j=1,2,…,N, i<j, it results:
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Substituting expression (18) in (4) we obtain that the range of variability of the
Similarity Index,  when a new classifier is added to the set A, is given by:

ρA∪ {AK+1}∈ [Min ρA∪ {AK+1}, Max ρA∪ {AK+1}] ,

where:
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4 Analysis of Combination Methods

Although classifier combination is widely applied in many fields, theoretical analysis
of combination schemes can be very difficult. The net result is that only simple
combination have been explained up to now from a theoretical point of view [8]. In
many cases the performance of a combination method cannot be estimated
theoretically and it can be evaluated on experimental basis in specific working
conditions (a specific set of classifiers, training data and sessions, etc.). In this case
the result depends on the specific conditions of the test and no information can be
derived on the performance of the combination method if the working conditions
change. A different approach to estimate systematically the performance of a
combination method � for abstract-level classifiers is based on the simulation of
various sets of classifiers which are used to test the method under different conditions
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[9]. In this case, performance of  �, which combines K abstract-level classifiers, is
evaluated as a function of the recognition rate of the classifiers (R) and the degree of
complementarity among them (ρ):

� (K,R, ρ) � (�& , �&)                                                (21)

where �& and �& are respectively the recognition rate and the reliability rate of ��[1].
More precisely, since abstract-level classifiers are combined, each individual
classifier is considered as a discrete random variable whose outputs are N class labels
if N patterns are supposed to be input: N⋅R recognitions (labels equal to �) and N⋅(1-
R) substitutions (labels equal to ��,��,��,…). Of course, for any 3-tuple (K,R,ρ),
several sets (50 in out tests) of classifiers are simulated and used to test the
combination method �, in order to estimate its mean performance in terms of RC and
LC.
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Fig. 5. Performance of DS as a function of ρ in combining K classifiers (R=90%)

In this work, the behaviour of the Dempster-Shafer (DS) combination method is
analysed [10]. Specifically, we use the DS combination scheme and the decision rule
proposed respectively in Section VI.C and Section VI.D (eq. [50], α=0) of ref. [1].
The performance of DS is reported in Figure 5 as a function of ρ, when sets of K
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classifiers are combined (K=2,3,4,5,6), each one with a recognition rate equal to
R=90% (see ref. [11] for more details).

5 Experimental Results

This Section shows the analysis of complementarity of a set of classifiers, as the
number of classifiers increases. Based on this result, the performance of the
Dempster-Shafer (DS) method in combining classifiers is investigated. Two cases are
discussed hereafter.

Case (a). In this case four initial sets of classifiers A ={Ai  i=1,2,...,K}, for
K=2,3,4,5, are given. The recognition rate of the classifiers is R=90% and the degree
of complementarity of each set is ρA=0.85.

Table 1. DS Performance as the number of classifier increases: Case (a)

K=3
ρ RC LC

0,82 96,4 96,5
K=2 0,83 95,6 95,7

ρ RC LC 0,84 94,3 94,4
0,85 90,6 92,0 0,85 93,3 93,4

0,86 92,4 92,4
0,87 92,0 92,0
0,88 92,0 92,0
0,89 92,1 92,1
0,90 91,9 91,9

(a) 2�3

K=5
ρ RC LC

K=4 0,83 97,1 97,1
ρ RC LC 0,84 96,2 96,2

0,85 93,7 94,0 0,85 95,3 95,3
0,86 94,4 94,4
0,87 93,8 93,8
0,88 93,3 93,3

K=4
ρ RC LC

K=3 0,83 96,3 96,4
ρ RC LC 0,84 95,1 95,3

0,85 93,3 93,4 0,85 93,7 94,0
0,86 92,8 93,1
0,87 92,1 92,3
0,88 91,2 91,5
0,89 90,8 91,0

                       (b) 3�4

K=6
ρ RC LC

K=5 0,83 97,9 97,9
ρ RC LC 0,84 97,2 97,2

0,85 95,3 95,3 0,85 96,4 96,4
0,86 95,5 95,5
0,87 94,8 94,8
0,88 94,3 94,3

     (c) 4�5                                                                   (d)  5�6

Table 1 reports the effect of adding one extra classifier to each set. Eqs. (19) and (20)
are used to determine the range of variability of the degree of complementarity , while
the results in Fig.5 allows the prediction of the performance of the DS method:
� for K=2 (Table 1a), DS performance is equal to RC= 90.6, LC= 92.0 (Fig. 5). If an

extra classifier AK+1 is added to A, the complementarity of A∪ {AK+1} is in the
range [0.82, 0.90] (eqs.(19),(20)). Hence it results that the expected performance
for A∪ {AK+1} ranges from RC=91.9, LC=91.9 (Fig.5, for ρA∪ {AK+1}=0.90) to RC=

96.4, LC=96.5 (Fig.5, for ρA∪ {AK+1}=0.82).
� for K=3 (Table 1b), DS performance is equal to RC= 93.3, LC= 93.4 (Fig. 5). If an

extra classifier AK+1 is added to A, the complementarity of A∪ {AK+1} is in the
range [0.83, 0.89] (eqs.(19),(20)) and from Fig. 5 it results that the expected
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performance for A∪ {AK+1} ranges from RC=90.8, LC=91.0 (Fig. 5, for
ρA∪ {AK+1}=0.89) to RC=96.3, LC=96.4 (Fig. 5, for ρA∪ {AK+1}=0.83).

Similar considerations lead to the results in Table 1c,d.

Case (b). In this case the initial set of K=2 classifiers A ={A1 , A2 } is given, with
R=90% and ρA=0.85, and four extra classifiers A3, A4, A5 and A6 are added to the set
A, one after the other (es. 2�3�4�5�6). In this case eqs (19) and (20) must be
applied by an iterative scheme, in order to predict the range of variability of the
enlarged sets of classifiers:
� when A3 is added to the set A, the degree of complementarity ρA∪ {A3} can varies in

the range  ρA∪ {A3}∈ [0.82,0.90] (eqs. (19),(20)) and from Fig.5 the performance of
DS ranges from RC=91.9, LC=91.9 (for ρA∪ {AK+1}=0.90) to RC= 96.4, LC=96.5 (for

ρA∪ {AK+1}=0.82).

� when A4 is added to A∪ {A3}, the degree of complementarity of the set A∪ {A3}
∪ {A4} can varies in the range  ρ A∪ {A3} ∪ {A4}∈ [0.81,0.93] (where, of course, the
lower bound of  ρA∪ {A3} ∪ {A4} is obtained by applying eq. (19) to the lower bound of
ρA∪ {A3} , and the upper bound of  ρA∪ {A3} ∪ {A4} is obtained by applying eq. (20) to the
upper bound of  ρA∪ {A3} ). For the set A∪ {A3} ∪ {A4}, Fig. 5 shows that the
expected performance of DS ranges from RC=90.4, LC=90.4 (for ρA∪ {A3} ∪ {A4}=0.93)
to RC= 97.4, LC=97.5 (for ρA∪ {A3} ∪ {A4}=0.82).

This procedure is bring to the end, in order to obtain the results in Table 2.

Table 2. DS Performance as the number of classifier increases: Case (b).
K=6

(A∪ A
3
∪ A

4
∪ A

5
∪ A

6
)

K=4
(A∪ A

3
∪ A

4
)

K=5
(A∪ A

3
∪ A

4
∪ A

5
)

ρ RC LC

K=3 (A∪ A
3
) ρ RC LC ρ RC LC 0,80 100 100

ρ RC LC 0,81 97,4 97,5 0,81 98,3 98,3 0,81 99,1 99,1
0,82 96,4 96,5 0,82 96,7 96,8 0,82 97,7 97,7 0,82 98,4 98,4

K=2 (A={A1,A2}) 0,83 95,6 95,7 0,83 96,3 96,4 0,83 97,1 97,1 0,83 97,9 97,9
ρ RC LC 0,84 94,3 94,4 0,84 95,1 95,3 0,84 96,2 96,2 0,84 97,2 97,2

0,85 90,6 92,0 0,85 93,3 93,4 0,85 93,7 94,0 0,85 95,3 95,3 0,85 96,4 96,4
0,86 92,4 92,4 0,86 92,8 93,1 0,86 94,4 94,4 0,86 95,5 95,5
0,87 92,0 92,0 0,87 92,1 92,3 0,87 93,8 93,8 0,87 94,8 94,8
0,88 92,0 92,0 0,88 91,2 91,5 0,88 93,3 93,3 0,88 94,3 94,3
0,89 92,1 92,1 0,89 90,8 91,0 0,89 92,6 92,7 0,89 93,9 93,9
0,90 91,9 91,9 0,90 91,0 91,0 0,90 92,2 92,2 0,90 93,6 93,6

0,91 90,7 90,7 0,91 91,9 91,9 0,91 93,3 93,3
0,92 90,6 90,6 0,92 91,3 91,3 0,92 92,9 92,9
0,93 90,4 90,4 0,93 90,8 90,8 0,93 92,3 92,3

0,94 90,6 90,6 0,94 91,6 91,7
0,95 91,1 91,1

Finally, a multi-classifier system for hand-written numeral recognition has been
considered. The system combines by DS up to six classifiers trained on 12.000 digits
extracted from courtesy amounts on bank-checks [12]: A1-Region, A2-Crossing, A3-
Contour Slope, A4-Enhanced Loci, A5-Histogram, A6-Local Contour. Each classifiers
outputs a single class label and no rejection is allowed at the level of individual
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classifiers. Moreover the recognition rate of each classifier is about 90% (differences
are less than 0.4%). Table 3 reports the values of ρ for each subset (K=2,3,4,5,6) of
classifiers. It is easy to verify from Tables 1 and 2  that the complementarity
measured on real sets of classifiers, as the number of classifiers increases, is
consistent with the results determined in eqs. (19), (20) (for instance, the particular
case of adding new classifiers to the set {A4 , A6} , for which ρA =0.85, is reported in
bold type in Table 3 and in Tables 1,2). Finally, the effect of increasing the number of
classifier on the performance of the multi-classifier system has been evaluated. It
results that the differences between predicted and real recognition rate is less than
1.0%, while it is less than 1.3% in terms of reliability rate.

Table 3. Degree of  Complementarity of sets of classifiers

K=2 K=3 K=4 K=5 K=6
A ρA A ρA A ρA A ρA A ρA

A4,A 6 0,85 A 1,A 2,A 6 0,87 A 2,A 3,A 4,A 6 0,87 A 1,A 2,A 3,A 4,A 6 0,88 A 1,A 2,A 3,A 4,A 5,A 6 0,89
A1,A 6 0,86 A 2,A 3,A 6 0,87 A 1,A 2,A 4,A 6 0,88 A 1,A 2,A 3,A 5,A 6 0,89
A2,A 6 0,87 A 3,A 4,A 6 0,87 A 1,A 3,A 4,A 6 0,88 A 1,A 2,A 4,A 5,A 6 0,89
A3,A 6 0,87 A 2,A 4,A 6 0,87 A 2,A 4,A 5,A 6 0,88 A 1,A 3,A 4,A 5,A 6 0,89
A1,A 2 0,88 A 2,A 3,A 4 0,88 A 1,A 2,A 3,A 4 0,89 A 2,A 3,A 4,A 5,A 6 0,89
A2,A 3 0,88 A 4,A 5,A 6 0,88 A 1,A 2,A 3,A 6 0,89 A 1,A 2,A 3,A 4,A 5 0,90
A2,A 4 0,88 A 1,A 3,A 6 0,88 A 1,A 2,A 5,A 6 0,89
A5,A 6 0,88 A 1,A 4,A 6 0,88 A 1,A 3,A 5,A 6 0,89
A3,A 4 0,89 A 1,A 5,A 6 0,88 A 1,A 4,A 5,A 6 0,89
A1,A3 0,90 A1,A 2,A 3 0,89 A 2,A 3,A 5,A 6 0,89
A4,A 5 0,90 A 1,A 2,A 4 0,89 A 3,A 4,A 5,A 6 0,89
A1,A 5 0,91 A 2,A 5,A 6 0,89 A 1,A 2,A 4,A 5 0,90
A1,A 4 0,92 A 1,A 3,A 4 0,90 A 2,A 3,A 4,A 5 0,90
A2,A 5 0,92 A 2,A 4,A 5 0,90 A 1,A 2,A 3,A 5 0,91
A3,A 5 0,95 A 3,A 5,A 6 0,90 A 1,A 3,A 4,A 5 0,91

A 1,A 2,A 5 0,91
A 2,A 3,A 5 0,91
A 3,A 4,A 5 0,91
A 1,A 4,A 5 0,91
A 1,A 3,A 5 0,92

6 Conclusion

This paper presents a complementarity-based analysis of sets of abstract-level
classifiers and uses the results to investigate the performance of multi-classifier
systems, as the number of classifiers increases. This work clarifies important aspects
of the collective behaviour of multiple classifiers systems, based on the analysis of
complementarity among them.
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