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#### Abstract

A new method is proposed to select the binary $n$-tuples of 0 s and 1 s by decreasing order of there occurrence probabilities in stochastic Boolean models. This method can be applied to evaluate fault trees in Reliability Engineering and Risk Analysis, as well as to many other problems described by a stochastic Boolean structure. The selecting criterion is exclusively based on the positions of 0 s and 1 s in the binary $n$-tuples. In this way, the computational cost in sorting algorithms is drastically reduced, because the proposed criterion is independent of the probabilities of the Boolean variables. Every step, the algorithm extends the set of selected binary states, obtaining the binary $n$-tuples just by adding 0 (1) at the end of all the (some) previously selected binary $n-1$-tuples.


## 1 Introduction

In many applications of Probability Calculus and Operations Research, the basic variables are Boolean variables with a prefixed occurrence probability. This happens, for example, in Reliability Theory and Risk Analysis, where the technical system is described by a Boolean function $\Phi$ depending on the basic components of the system. This Boolean function is often represented by a fault tree, a picture describing the superposition of component faults to create system faults [2], [9]. Then, assuming that: $\Phi=1$ if the system fails, the system unavailability, usually called the top event probability, is evaluated by computing the probability $\operatorname{Pr}\{\Phi=1\}$.

Many methods have been developed to evaluate the top event probability in Fault Tree Analysis. These methods are usually classified into two great groups: deterministic methods and probabilistic methods [3]. The first ones provide exact lower and upper bounds on top event probability [1], [7], [8]. The second ones provide an estimation of the system unavailability by using sampling and variance reduction techniques [6]. Both, deterministic and probabilistic methods, can also be subdivided into two classes: direct methods and indirect methods. The direct methods do not require any qualitative analysis of the Boolean function $\Phi[6],[7],[8]$. The indirect methods are based on a previous analysis of the

[^0]fault tree logic: minimal cut sets, minimal paths, common cause failure analysis, etc. [1], [5].

It is very simple to describe an elemental direct method to evaluate $\operatorname{Pr}\{\Phi=1\}$ prefixing the maximum admissible error (difference between upper and lower bounds). This method is based on the canonical normal forms of the Boolean function $\Phi$ and it can be summarised as follows [4], [9].

The probability of a Boolean function $\Phi$ taking value 1 can be estimated using the canonical normal forms of $\Phi$. More precisely, we can obtain lower and upper bounds $L, U$ on system unavailability by taking any subsets $S_{1}, S_{0}$ of the sets of binary $n$-tuples for which $\Phi=1, \Phi=0$, respectively:

$$
\begin{gather*}
S_{1} \subseteq\left\{u \in\{0,1\}^{n} / \Phi(u)=1\right\} \quad ; \quad S_{0} \subseteq\left\{u \in\{0,1\}^{n} / \Phi(u)=0\right\} \\
L=\sum_{u \in S_{1}} \operatorname{Pr}\{u\} \leq \operatorname{Pr}\{\Phi=1\} \leq 1-\sum_{u \in S_{0}} \operatorname{Pr}\{u\}=U \tag{1}
\end{gather*}
$$

where, assuming that the Boolean variables are mutually independent, we have:

$$
\begin{equation*}
\forall u=\left(u_{1}, u_{2}, \ldots, u_{n}\right) \in\{0,1\}^{n}: \quad \operatorname{Pr}\{u\}=\prod_{i=1}^{n} p_{i}^{u_{i}}\left(1-p_{i}\right)^{1-u_{i}} \tag{2}
\end{equation*}
$$

that is, $\operatorname{Pr}\{u\}$ is the product of factors $\left\{\begin{array}{c}p_{i}, \quad \text { if } \quad u_{i}=1 \\ 1-p_{i}, \quad \text { if } \quad u_{i}=0\end{array}\right.$.
Then, for any set of selected binary $n$-tuples, the maximum error in the estimation will be:

$$
\begin{equation*}
U-L=1-\sum_{u \in S_{0} \cup S_{1}} \operatorname{Pr}\{u\} \tag{3}
\end{equation*}
$$

Therefore, the accuracy in the estimation of the top event probability improves at the same time as the total sum $\sum_{u \in S_{0} \cup S_{1}} \operatorname{Pr}\{u\}$ of the probabilities of all the selected elementary states increases, and this sum is completely independent of the fault tree logic.

Of course, the main question is how to select the minor number of elementary states, with probabilities as large as possible, in order to minimise the computational cost. The first answer to this question: ordering $n$-tuples attending to their probabilities is not valid, because of the exponential nature of the problem and the high computational costs in sorting algorithms. Then, it is essential to propose an efficient criterion that allows the identification of elementary states with probabilities as large as possible, in order to obtain a good approximation of the top event probability using as few elementary states as possible. For this purpose, we have established a characterisation theorem [4], which provides us the above mentioned criterion.

In Sect. 2, we state this theorem and a few related explanations for a better understanding of the new results we propose in this paper. Beginning with our
new approaches, in Sect. 3 we establish a classification of the $n$-tuples of 0 s and 1 s into three groups: Top, Bottom and Jumping $n$-tuples. The Top $n$-tuples correspond to the binary states with largest occurrence probabilities. In Sect. 4, we present a simple and elegant algorithm to generate all the Top n-tuples. Next, we prove that this algorithm selects the binary states by decreasing order of their occurrence probabilities. Finally, in Sect. 5 we present our conclusions.

## 2 Previous Results

In [4] we have established the following theorem that a priori assures us that the occurrence probability of a given elementary state is always greater (lower) than another one, for any values of basic probabilities:

Theorem 1. An intrinsic order criterion for binary n-tuples probabilities.
Let $x_{1}, \ldots, x_{n}$ be $n$ Boolean variables (corresponding to $n$ basic components of a system), with basic probabilities $p_{i}=\operatorname{Pr}\left\{x_{i}=1\right\} \quad(1 \leq i \leq n)$ verifying:

$$
\begin{equation*}
0<p_{1} \leq \ldots \leq p_{n} \leq \frac{1}{2} \tag{4}
\end{equation*}
$$

Then, the probability of the n-tuple $\left(u_{1}, \ldots, u_{n}\right) \in\{0,1\}^{n}$ is intrinsically greater than or equal to the probability of the $n$-tuple $\left(v_{1}, \ldots, v_{n}\right) \in\{0,1\}^{n}$ (that is, with independence on probabilities $p_{i}$ ) if and only if the matrix

$$
\left(\begin{array}{ccc}
u_{1} & \ldots & u_{n}  \tag{5}\\
v_{1} & \ldots & v_{n}
\end{array}\right)
$$

has not any $\binom{1}{0}$ column, or for each $\binom{1}{0}$ column there exists (at least) one corresponding preceding $\binom{0}{1}$ column (Condition IOC).

Remark 1. In the following we assume that basic probabilities $p_{i}$ always satisfy condition (4). Note that this hypothesis is not restrictive because, if for some $i$ : $p_{i}>\frac{1}{2}$, we only need to consider the Boolean variable $\overline{x_{i}}$, instead of $x_{i}$.

Remark 2. The $\binom{0}{1}$ column preceding to each $\binom{1}{0}$ column is not necessarily allocated at the immediately previous position.

Remark 3. The term corresponding, used in Theorem 1, has the following meaning: for each two ( $\binom{1}{0}$ columns in matrix (5), there must exist (at least) two different $\binom{0}{1}$ columns preceding to each other.

The partial order relation established by Theorem 1 between the $n$-tuples of $\{0,1\}^{n}$ is called intrinsic order, because it only depends on the positions of 0 s and 1 s in the $n$-tuples, but not on the basic probabilities $p_{i}$. In the following we shall note with the symbol $\preceq$ this order relation:

Definition 1. For all $u=\left(u_{1}, \ldots, u_{n}\right), v=\left(v_{1}, \ldots, v_{n}\right) \in\{0,1\}^{n}$ :

$$
\begin{gathered}
\left(u_{1}, \ldots, u_{n}\right) \succeq\left(v_{1}, \ldots, v_{n}\right) \Leftrightarrow \operatorname{Pr}\{u\} \geq \operatorname{Pr}\{v\} ; \text { for all } p_{i} \text { s.t. }:(4) \Leftrightarrow \\
\binom{u_{1} \ldots u_{n}}{v_{1} \ldots} \text { satisfies IOC. }
\end{gathered}
$$

Example 1. $(0,0,1,1) \succeq(1,1,0,0)$ because $\left(\begin{array}{lll}0 & 0 & 1\end{array} 1\right)$ satisfies IOC (Remark 2):

$$
\begin{equation*}
\operatorname{Pr}\{(0,0,1,1)\} \geq \operatorname{Pr}\{(1,1,0,0)\}, \text { for all } p_{1} \leq p_{2} \leq p_{3} \leq p_{4} \leq \frac{1}{2} \tag{6}
\end{equation*}
$$

Example 2. $(0,1,1,1) \nsucceq, \npreceq(1,1,0,0)$ because neither $\left(\begin{array}{llll}0 & 1 & 1 & 1 \\ 1 & 1 & 0 & 0\end{array}\right)$ nor $\left(\begin{array}{llll}1 & 1 & 0 & 0 \\ 0 & 1 & 1 & 1\end{array}\right)$ satisfy $I O C$ (Remark 3). Therefore, depending on $p_{i}$ :

$$
\begin{equation*}
\operatorname{Pr}\{(0,1,1,1)\} \leq, \geq \operatorname{Pr}\{(1,1,0,0)\} . \tag{7}
\end{equation*}
$$

For instance, if for all $i=1,2,3,4$ :

$$
\begin{gather*}
p_{i}=10^{-1} i \Rightarrow \operatorname{Pr}\{(0,1,1,1)\}=2.1 \cdot 10^{-2}>\operatorname{Pr}\{(1,1,0,0)\}=8.4 \cdot 10^{-3}  \tag{8}\\
p_{i}=10^{-2} i \Rightarrow \operatorname{Pr}\{(0,1,1,1)\}=2 \cdot 10^{-5}<\operatorname{Pr}\{(1,1,0,0)\}=1.8 \cdot 10^{-4} \tag{9}
\end{gather*}
$$

Now, we present the graph of the intrinsic order for $n=4$.


Fig. 1. Graph of the partially ordered set $\left(\{0,1\}^{4}, \preceq\right)$

The 4 -tuples are given using decimal numbering and the relation $a \succeq b$ is noted by $a \longrightarrow b$. To finish Sect. 2, let us mention that intrinsic order implies lexicographic (truth table) order, i.e.: If $\left(u_{1}, \ldots, u_{n}\right) \succeq\left(v_{1}, \ldots, v_{n}\right)$ then, ( $u_{1}, \ldots, u_{n}$ ) is placed at previous position to $\left(v_{1}, \ldots, v_{n}\right)$ in the truth table [4]. The converse is false, and this is the most simple counter-example $(n=3)$ : $(0,1,1) \nsucceq(1,0,0)$ (Remark 3 ).

## 3 Top, Bottom and Jumping $n$-Tuples

The subgraph of $\left(\{0,1\}^{4}, \preceq\right)$ corresponding to $n=3$ (Fig. 1), shows that there exist only two binary 3 -tuples non-comparable by intrinsic order: $3 \nsucceq 4$ and $3 \npreceq 4$. Therefore, when we write the eight binary 3 -tuples by decreasing order of their occurrence probabilities, only two cases are possible:

| 0 | 0 |
| :---: | :---: |
| 1 | 1 |
| 2 | 2 |
| 3 | 4 |
| $\ldots$ | $\cdots$ |
| 4 | 3 |
| 5 | 5 |
| 6 | 6 |
| 7 | 7 |

Fig. 2. Binary 3-tuples by decreasing order of their occurrence probabilities
The left column corresponds to the case $\operatorname{Pr}\{(0,1,1)\} \geq \operatorname{Pr}\{(1,0,0)\}$, and the right column corresponds to the case $\operatorname{Pr}\{(0,1,1)\} \leq \operatorname{Pr}\{(1,0,0)\}$. Anyway, Fig. 2 shows that for the two possible cases: the 3 -tuples 0,1 and 2 are among the four first ones; the 3 -tuples 5,6 and 7 are among the four last ones and the 3 -tuples 3 and 4 can be allocated at both positions (depending on basic probabilities $p_{i}$ ). This fact suggests us the following definition.

Definition 2. Let the $2^{n}$ binary n-tuples be ordered by decreasing order of their occurrence probabilities. Then:
(i) The binary n-tuple $\left(u_{1}, \ldots, u_{n}\right)$ is called Top if it is always among the $2^{n-1}$ first $n$-tuples (for any basic probabilities $p_{i}$ ).
(ii) The binary n-tuple $\left(u_{1}, \ldots, u_{n}\right)$ is called Bottom if it is always among the $2^{n-1}$ last $n$-tuples (for any basic probabilities $p_{i}$ ).
(iii) The binary n-tuple $\left(u_{1}, \ldots, u_{n}\right)$ is called Jumping if it is neither Top nor Bottom.

Denoting:

$$
\begin{gather*}
\mathcal{T}(n)=\left\{\left(u_{1}, \ldots, u_{n}\right) \in\{0,1\}^{n} /\left(u_{1}, \ldots, u_{n}\right) \text { is Top }\right\} \\
\mathcal{B}(n)=\left\{\left(u_{1}, \ldots, u_{n}\right) \in\{0,1\}^{n} /\left(u_{1}, \ldots, u_{n}\right) \text { is Bottom }\right\}  \tag{10}\\
\mathcal{J}(n)=\left\{\left(u_{1}, \ldots, u_{n}\right) \in\{0,1\}^{n} /\left(u_{1}, \ldots, u_{n}\right) \text { is Jumping }\right\} .
\end{gather*}
$$

Definition 2 leads to the following partition of the set of $n$-tuples of 0 s and 1 s :

$$
\begin{equation*}
\{0,1\}^{n}=\mathcal{T}(n) \cup \mathcal{J}(n) \cup \mathcal{B}(n) \tag{11}
\end{equation*}
$$

Now, we characterise the Top, Bottom and Jumping $n$-tuples, by a simple and elegant criterion. For this purpose, we need to state the following definition.

Definition 3. For all $\left(u_{1}, \ldots, u_{n}\right) \in\{0,1\}^{n}$, the complementary of $\left(u_{1}, \ldots, u_{n}\right)$ is the $n$-tuple:

$$
\begin{equation*}
\left(u_{1}, \ldots, u_{n}\right)^{c}=\left(1-u_{1}, \ldots, 1-u_{n}\right) . \tag{12}
\end{equation*}
$$

Obviously, the sum of two complementary $n$-tuples is always $(1, . n, 1) \equiv$ $2^{n}-1$. Then, we can observe in Fig. 2 that the complementary 3-tuples are always allocated at symmetric positions with respect to the medium line. Indeed, this fact is an immediate consequence of the following result.

Lemma 1. For all $u, v \in\{0,1\}^{n}$ :

$$
\begin{equation*}
\operatorname{Pr}\{u\} \geq \operatorname{Pr}\{v\} \Leftrightarrow \operatorname{Pr}\left\{u^{c}\right\} \leq \operatorname{Pr}\left\{v^{c}\right\} . \tag{13}
\end{equation*}
$$

Proof. For all $u=\left(u_{1}, \ldots, u_{n}\right), v=\left(v_{1}, \ldots, v_{n}\right) \in\{0,1\}^{n}$, from (2) we get:

$$
\begin{gathered}
\operatorname{Pr}\{u\} \geq \operatorname{Pr}\{v\} \Leftrightarrow \prod_{i=1}^{n} p_{i}^{u_{i}}\left(1-p_{i}\right)^{1-u_{i}} \geq \prod_{i=1}^{n} p_{i}^{v_{i}}\left(1-p_{i}\right)^{1-v_{i}} \Leftrightarrow \\
\prod_{i=1}^{n} p_{i}^{\left(1-v_{i}\right)-\left(1-u_{i}\right)}\left(1-p_{i}\right)^{v_{i}-u_{i}} \geq 1 \Leftrightarrow \\
\prod_{i=1}^{n} p_{i}^{1-u_{i}}\left(1-p_{i}\right)^{1-\left(1-u_{i}\right)} \leq \prod_{i=1}^{n} p_{i}^{1-v_{i}}\left(1-p_{i}\right)^{1-\left(1-v_{i}\right)} \Leftrightarrow \operatorname{Pr}\left\{u^{c}\right\} \leq \operatorname{Pr}\left\{v^{c}\right\}
\end{gathered}
$$

From Lemma 1 we obtain the following nice characterisation of Top, Bottom and Jumping $n$-tuples.

Theorem 2. For all $\left(u_{1}, \ldots, u_{n}\right) \in\{0,1\}^{n}$ :
(i) $\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{T}(n)$ iff $\left(u_{1}, \ldots, u_{n}\right)$ has not any 1 , or for each 1 there exists (at least) one corresponding preceding 0 (Condition $T$ ).
(ii) $\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{B}(n)$ iff $\left(u_{1}, \ldots, u_{n}\right)$ has not any 0 , or for each 0 there exists (at least) one corresponding preceding 1 (Condition $B$ ).
(iii) $\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{J}(n)$ iff $\left(u_{1}, \ldots, u_{n}\right)$ has at least one 1 without its corresponding preceding 0 , and at least one 0 without its corresponding preceding 1 (Condition J).

Remark 4. The term corresponding, used in Theorem 2, has the same meaning that the one explained in Remark 3 for Theorem 1: Condition $T(B)$ requires that for each two $1 \mathrm{~s}(0 \mathrm{~s})$ in $\left(u_{1}, \ldots, u_{n}\right)$ there must exist (at least) two different 0s (1s) preceding to each other.

Proof (of Theorem 2). (i) Using Lemma 1, we have:

$$
\begin{gathered}
\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{T}(n) \Leftrightarrow\left(u_{1}, \ldots, u_{n}\right)^{c} \in \mathcal{B}(n) \Leftrightarrow \\
\left(u_{1}, \ldots, u_{n}\right) \succeq\left(u_{1}, \ldots, u_{n}\right)^{c} \Leftrightarrow \\
\left(\begin{array}{ccc}
u_{1} & \ldots & u_{n} \\
1-u_{1} \ldots 1-u_{n}
\end{array}\right) \text { satisfies } I O C \Leftrightarrow\left(u_{1}, \ldots, u_{n}\right) \text { satisfies } T .
\end{gathered}
$$

(ii) Using (i), we have:

$$
\begin{gathered}
\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{B}(n) \Leftrightarrow\left(u_{1}, \ldots, u_{n}\right)^{c} \in \mathcal{T}(n) \Leftrightarrow \\
\left(u_{1}, \ldots, u_{n}\right)^{c} \text { satisfies } T \Leftrightarrow\left(u_{1}, \ldots, u_{n}\right) \text { satisfies } B .
\end{gathered}
$$

(iii) Using (i) and (ii), we have:

$$
\begin{gathered}
\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{J}(n) \Leftrightarrow\left(u_{1}, \ldots, u_{n}\right) \notin \mathcal{T}(n) \cup \mathcal{B}(n) \Leftrightarrow \\
\left(u_{1}, \ldots, u_{n}\right) \text { does not satisfy } T \text { and does not satisfy } B
\end{gathered}
$$

Example 3. For $n=1,2,3$ we obtain:

$$
\begin{gather*}
\mathcal{T}(1)=\{(0)\} ; \mathcal{J}(1)=\emptyset ; \mathcal{B}(1)=\{(1)\}  \tag{14}\\
\mathcal{T}(2)=\{(0,0),(0,1)\} ; \mathcal{J}(2)=\emptyset ; \mathcal{B}(2)=\{(1,0),(1,1)\}  \tag{15}\\
\mathcal{T}(3)=\{(0,0,0),(0,0,1),(0,1,0)\} ; \mathcal{B}(3)=\{(1,0,1),(1,1,0),(1,1,1)\} \\
\mathcal{J}(3)=\{(0,1,1),(1,0,0)\} \tag{16}
\end{gather*}
$$

In the following, we restrict to the Top $n$-tuples, since they correspond to the binary states with largest probabilities. The following theorem states three elementary necessary conditions for Top $n$-tuples.
Theorem 3. For all $u=\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{T}(n)$ :
(i) $u_{1}=0$
(ii) The number of 0 s of $u$ is greater than or equal to its number of $1 s$.
(iii) $\left(u_{1}, \ldots, u_{k}\right) \in \mathcal{T}(k) ; \quad \forall k=1,2, \ldots, n$

Proof. Using Theorem 2-(i) the proof is straightforward $\square$
Identifying all the binary states with the same decimal (lexicographic) numbering, for any number of components, i.e.:

$$
\begin{equation*}
\left(u_{1}, \ldots, u_{n}\right) \equiv\left(0, u_{1}, \ldots, u_{n}\right) \equiv\left(0,0, u_{1}, \ldots, u_{n}\right) \equiv \ldots \tag{17}
\end{equation*}
$$

the following theorem states that the sets of Top $n$-tuples can be disposed in an increasing chain for inclusion.
Theorem 4. $\forall n \in N: \mathcal{T}(1) \subset \mathcal{T}(2) \subset \ldots \subset \mathcal{T}(n) \subset \mathcal{T}(n+1) \subset \ldots$
Proof. Using Theorem 2-(i), we have:

$$
\forall n \in N: \quad\left(u_{1}, \ldots, u_{n}\right) \in \mathcal{T}(n) \Rightarrow\left(0, u_{1}, \ldots, u_{n}\right) \in \mathcal{T}(n+1)
$$

Now, we can present in Sect. 4 an efficient algorithm to generate all the Top $n$-tuples.

## 4 Generation of Top $\boldsymbol{n}$-Tuples

The simple description $T$ of Top $n$-tuples (Theorem 2-(i)) allows us to present a simple algorithm for their generation (illustrated in Fig. 3). Starting from the only Top 1-tuple (see subgraph $n=1$ in Fig.1, or Example 3):

$$
\begin{equation*}
\mathcal{T}(1)=\{(0)\} \tag{18}
\end{equation*}
$$

we only need adding, in an adequate way, 0 (1) at the end of all (some) Top $n$-1-tuples, to obtain all the Top $n$-tuples. More precisely:

Theorem 5. For all $n \geq 2$, we have:
(i) If $n-1$ is odd, then, adding 0 at the end of all the Top $n$-1-tuples and adding 1 at the end of all the Top $n-1$-tuples, we obtain all the Top n-tuples.
(ii) If $n-1$ is even, then, adding 0 at the end of all the Top $n-1$-tuples and adding 1 at the end of the Top n-1-tuples for which the number of 0 s is greater than the number of $1 s$, we obtain all the Top n-tuples.

Proof. First, we prove that the addition of 0s and 1s, in the described way, always generates different Top $n$-tuples. Taking into account the characterisation ( $T$ ) of the Top binary states given in Theorem 2-(i), we deduce:

- On one hand, for both cases (i) and (ii), the addition of one 0 at the end of any Top $n$ - 1 -tuple obviously leads to a Top $n$-tuple.
- On the other hand, if $n-1$ is odd (case (i)) then, all the Top $n-1$-tuples have at least one 0 which is not preceding to any corresponding 1 . The same happens, when $n-1$ is even, for those Top $n-1$-tuples for which the number of 0 s is greater than the number of 1 s (case (ii)). Then, for both cases, the addition of one 1 at the end of the described Top $n$-1-tuples also leads to a Top $n$-tuple. - Obviously, all the obtained Top $n$-tuples are different because, if they are generated by the same $n$-1-tuple then, they differ in the $n^{t h}$ component.

Second, we must prove that all the Top $n$-tuples can be generated by the described addition algorithm. For both cases (i) and (ii), we have: If $\left(u_{1}, \ldots, u_{n}\right) \in$ $\mathcal{T}(n)$, then suppressing the last component $u_{n}\left(u_{n}=0,1\right)$ we get $\left(u_{1}, \ldots, u_{n-1}\right)$. Theorem 3-(iii) guarantees that $\left(u_{1}, \ldots, u_{n-1}\right) \in \mathcal{T}(n-1)$ and, obviously, this is the Top $n$-1-tuple which generates $\left(u_{1}, \ldots, u_{n}\right)$


Fig. 3. Generation of Top $n$-tuples from $\mathcal{T}(1)=\{(0)\}$

The number of rows in the $n^{t h}$ column ( $n=1,2,3,4,5, \ldots$ ) is the number of Top $n$-tuples, which can be written following the arrows from the first column (0) to each row of the $n^{t h}$ column. Obviously, all Top $n$-tuples (for each natural number $n$ ) begin with 0 (Theorem 3-(i)) and they are generated following lexicographic order.
Example 4. For $n=5$ we have:

$$
\mathcal{T}(5)=\left\{\begin{array}{c}
(0,0,0,0,0),(0,0,0,0,1),(0,0,0,1,0),(0,0,0,1,1),(0,0,1,0,0), \\
(0,0,1,0,1),(0,0,1,1,0),(0,1,0,0,0),(0,1,0,0,1),(0,1,0,1,0)
\end{array}\right\} .
$$

According to the identification (17), next theorem is to justify that the above algorithm selects the binary states by decreasing order of their occurrence probabilities. More precisely:

Theorem 6. The occurrence probability of any Top n-tuple generated from the Top $n-1$-tuple $\left(u_{1}, \ldots, u_{n-1}\right)$, by the algorithm described in Theorem 5 , is less than or equal to $\operatorname{Pr}\left\{\left(0, u_{1}, \ldots, u_{n-1}\right)\right\}$ (for any basic probabilities verifying (4)).

Proof. Indeed, the assertion stated by this theorem is more general. We shall prove that, according to the identification (17), the addition of 0 or 1 at the end of any $n$-1-tuple, always produces $n$-tuples with minor occurrence probabilities (for any basic probabilities $p_{i}$ such that (4)), i.e. $\forall\left(u_{1}, \ldots, u_{n-1}\right) \in\{0,1\}^{n-1}$ :

$$
\begin{equation*}
\left(0, u_{1}, \ldots, u_{n-1}\right) \succeq\left(u_{1}, \ldots, u_{n-1}, 0\right) \succeq\left(u_{1}, \ldots, u_{n-1}, 1\right) \tag{19}
\end{equation*}
$$

Using the matrix description $I O C$ of the intrinsic order (Theorem 1) the second inequality is obvious. To prove the first one, let us suppose that matrix

$$
\left(\begin{array}{ccccc}
0 & u_{1} & \ldots & u_{n-2} & u_{n-1}  \tag{20}\\
u_{1} & u_{2} & \ldots & u_{n-1} & 0
\end{array}\right)
$$

does not satisfy IOC. Then, matrix (20) contains (at least) one $\binom{1}{0}$ column without its corresponding preceding $\binom{0}{1}$ column. For a homogeneous notation we define $u_{n}=0$, and let $\binom{u_{m-1}}{u_{m}}$ be the left-most $\binom{1}{0}$ column in matrix (20) without its corresponding preceding $\binom{0}{1}$ column. Then, attending to the particular pattern of matrix (20), we have:

$$
u_{m-1}=1 \Rightarrow u_{m-2}=1 \Rightarrow \cdots \Rightarrow u_{1}=1
$$

and thus, $\binom{u_{m-1}}{u_{m}}$ has its corresponding preceding $\binom{0}{1}$ column: the first column of matrix (20). But this contradicts the hypothesis on $\binom{u_{m-1}}{u_{m}}$

## 5 Conclusions

We have justified the convenience of selecting binary $n$-tuples with occurrence probabilities as large as possible in Reliability Theory, Risk Analysis and in many
other application areas with stochastic Boolean structures. Using an intrinsic order criterion (IOC) for binary $n$-tuples probabilities [4], we have classified the binary $n$-tuples of 0 s and 1 s into three groups: Top, Bottom and Jumping $n$ tuples. We have characterised these three types of $n$-tuples, attending to the relative positions of their 0 s and 1 s . The Top $n$-tuples correspond to the binary states with largest occurrence probabilities and we have constructed a simple algorithm for their generation. Starting from the only Top 1-tuple (0), this algorithm obtains all the Top $n$-tuples just by adding 0 (1) at the end of all the (some) previous Top $n-1$-tuples. The algorithm selects the binary states respecting lexicographic order, and by decreasing order of their occurrence probabilities. The main advantage is that the proposed method is exclusively based on the positions of 0 s and 1 s in the binary $n$-tuples, but it selects the binary states with the intrinsically largest occurrence probabilities, that is, for any (basic) probabilities of the Boolean variables.
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