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Abstract. Flood modeling is a complex problem that requires cooperation of
many scientists in different areas. In this paper, the architecture and results of
the ANFAS (Data Fusion for Flood Analysis and Decision Support) project is
presented. This paper also focuses on the parallel numerical solutions of flood
modeling module that are the most computational-intensive part of the whole
ANFAS architecture.

1 Introduction

Over the past few years, floods have caused widespread damages throughout the
world. Most continents were heavily threatened. Therefore, modeling and simulation
of floods in order to forecast and to make necessary prevention is very important.
There are several flood modeling software systems like MIKE [1], FLOWAV  [2],
however, they are suitable for small problems only. It is the motivation of the ANFAS
(Data Fusion for Flood Analysis and Decision Support) project [16] that is supported
by European Commission within IST Fifth Framework Programme.

The ANFAS project will:
• use data from the most advanced acquisition technology; in particular remote

sensing imagery (optical, radar, interferometry radar) will be incorporated into a
conventional Geographical Information System (GIS) database;
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• involve industrial partners for the realization and design of the final system;
• implement a software modular, i.e. one composed of easily interchangeable

blocks.

The functions of ANFAS system will be:
• to perform flood simulation: given a scenario, water flow propagation is

simulated; the user can interact with the scene that models the real site in order
to add/remove dikes or other man-made;

• to assess flood damage: flood assessment can be done using either the
simulation results or the remote sensed images of a real flood event;

• at a prospective level, to analyze floodplain morphology including riverbed and
subsurface properties changes due to repetitive floods for a given site.

The output of the system will be:
• visualization: consisting of the bi-dimensional maps of the extent of the flood; if

simulation is performed, time sequence maps retracing the propagation of the
simulated flood will be provided;

• direct impact assessment, evaluation of the whole affected area; regional and
statistical analyses over the affected area; simple socio-economic assessment of
damage directly caused by flood.

2 ANFAS Architecture

The ANFAS system is based on a 3-tier architecture (Fig. 1):
• the ANFAS client,
• the ANFAS core server,
• the servers – or wrappers – allowing to “connect” (possibly in remote access)

external features such as the database, the models and possibly additional
processes (e.g. computer vision ones).

Short description of each component follows:
• Database Server

− GIS ArcView: here all data that represent the sites are stored;
− GIS access component: responsible for GIS management.

• Modeling server
− Numerical models such as FESWMS Flo2DH
− Model access component: it pilots the numerical models

• ANFAS Core Server
− Application server: it is the bridge between the client and the ANFAS core

server

• develop advanced data processing tools for scene modeling and flood
simulation; computer vision and scientific computing will be used together in
order to take into account information extracted from real images for the
calculation of parameters for the simulation model;

• have strong end-users involvement through the definition of the objectives, the
conception of the system, the evaluation of the simulation results; it ensures that
the system answers to "terrain needs" and are well adapted in practical use;



3 Modeling and Simulation at Vah River Pilot Site

Vah river is the biggest river in Slovakia, therefore it was chosen as a pilot site for the
ANFAS project. The following input data are required for modeling and simulation:

• Topographical data: There are several sources of input topographical data:
orthophotomaps, river cross-sections, LIDAR (Light Detection and Ranging)
data. GIS (Geographical Information System) is used to manage and combine
these data, and to product a  final map for simulation (e.g. orthophotomaps are
better for identifying objects, LIDAR cannot measure river depths).

Fig. 1  ANFAS architecture
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− Modelling preparation: this component is responsible for the phase of data
sets preparation

− Modelling activation and follow-up: it permits to follow-up the execution of
the numerical models

− Results exploitation: it brings functions for manipulating the results of a
model

− Data manager: it handles the user sessions (i.e. set of data), especially for
what concern scenarios (recording, loading) and collections

− File exchange component: it is responsible for file transfers between servers
− User management component: it manages all end users allowed to perform

flood simulations
− Map server component: responsible for the manipulation of geographic data
− Model manager: it drives the numerical models
− Co-operative, explanatory component: it brings functions for the impact

assessment.
• ANFAS Client



Fig. 2 LIDAR and orthophotomaps in SMS

The main modeling module in ANFAS is FESWMS (Finite Element Surface-
Water Modeling System) Flo2DH [15] which is a 2D hydrodynamic, depth averaged,
free surface, finite element model supported by SMS. Flo2DH computes water
surface elevations and flow velocities for both super- and sub-critical flow at nodal
points in a finite element mesh representing a body of water (such as a river, harbor,
or estuary). Effects of bed friction, wind, turbulence, and the Earth’s rotation can be
taken into account. In addition, dynamic flow conditions caused by inflow
hydrographs, tidal cycles, and storm surges can be accurately modeled. Since Flo2DH
was initially developed to analyze water flow at highway crossings, it can model flow
through bridges, culverts, gated openings, and drop inlet spillways, as well as over
dams, weirs, and highway embankments. Flow through bridges and culverts, and over
highway embankments can be modeled as either 1D or 2D flow. Flo2DH is ideal for
modeling complex flow conditions at single- and multiple-bridge and culvert roadway
crossings, such as the combination of pressurized flow, weir overflow, and submerged
weir overflow, which are difficult to evaluate using conventional models. It is
especially well-suited at analyzing bridge embankments and support structures to
reduce and eliminate scour during flooding.
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to speedup the modeling process. Fig. 2 shows LIDAR data and orthophotomaps in
SMS graphical interface.

• Roughness conditions: These data cannot be directly obtained, but are derived
from orthophotomaps.

• Hydrological data: These data are obtained from monitoring of past flood
events. These data can be used as boundary conditions as well as for calibration
and validation of models.

Creating and calibrating models is a challenging process that can be done only by
experts in hydrology. SMS (Surface-water Modeling System) [3] provides a
convenient graphical interface for pre- and post-processing that can help the experts



sub-regions called elements. Two-dimensional elements can be either triangular or
quadrangular in shape, and are defined by a finite number of node points situated
along its boundary or in its interior. Approximations of the dependent variables are
submitted into the governing equations, which generally will not be satisfied exactly,
thus forming residuals, which are weighted over the entire solution region. The
weighted residuals, which are defined by equations, are set to zero, and the resulting
algebraic equations are solved for the dependent variables. In Galerkin’s method, the
weighting functions are chosen to be the same as those used to interpolate values of
the dependent variables within each element.

Fig. 3 Numerical scheme of Flo2DH

The weighting process uses integration, which is carried out numerically using
Gaussian quadrature on a single element. Repetition of the integration for all elements
that comprise a solution region produces a system of nonlinear algebraic equations
when the time derivatives are discretized. Because the system of equations is
nonlinear, Newton iteration, or its variation, is applied and the resulting system of
linear equations is solved using a linear solver. Full-Newton iteration is written as
follows:

M( a ) = b
J ( a0 ) (a – a0) = - ( b – M(a0) )
J ( a0 )  ∆a0   =  - R(a0)

 a1  = a0 + ω ∆a0   , ω ∈  (0,2);

generally,  J ( aj ) ∆aj    = R(aj)
a j+1 =  aj + ω∆aj j = 0,1,2,…n

Input files

Galerkin FEM

Nonlinear
solver

write solution
to the file

Output file

Check
solution

Prepare next
solution

Linear
solver

OK

Nonlinear solver in
Newton iteration scheme

Solution scheme

547Parallel Flood Modeling Systems

4 Numerical Solution of Flo2DH

In Flo2DH, the governing system of differential equations that describe the flow of
water in rivers, floodplains, estuaries, and other surface-water flow applications are
based on the classical concepts of conservation of mass and momentum. Flo2DH uses
the Galerkin finite element method (FEM) [18] to solve the governing system of
differential equations. Solutions begin by dividing the physical region of interest into



5 Parallelizing Flo2DH

Simulation of floods is very computation-expensive. Several days of CPU-time may
be needed to simulate large areas. For critical situations, e.g. when a  coming flood is
simulated in order to predict threatened areas, and to make necessary prevention, long
computation times are unacceptable. Therefore, using HPCN platforms to reduce the
computational time of flood simulation is imperative [4] [12]. The HPCN version of
FESWMS Flo2DH not only reduces computation times but also allows simulation of
large-scale problems, and consequently provides more reliable results.

Solving the systems of linear equations is the most time- and memory-consuming
part of Flo2DH. It is also the part of Flo2DH that is most difficult to parallelize
because the matrices generated by Galerkin FEM method is large, sparse and
unstructured. Galerkin FEM method has small computation time in comparison with
linear solvers and it is trivially parallelized by domain decomposition. Therefore, the
following part of this paper focuses on parallel linear solvers.

In the original sequential version, a direct solver based on a frontal scheme is used.
The parallelism in the algorithms is relatively low; therefore it is not suitable for high
performance platforms [10]. Furthermore, direct solvers need large additional
memory for saving LU triangular matrices. For large simulation areas, there is not
enough physical memory for saving the triangular matrices, so parts of the matrices
have to be saved on hard disks and cause performance penalty.

In order to achieve better performance, iterative linear solvers based on Krylov
subspace methods [19] are used in parallel version of Flo2DH instead of the direct
solver. These iterative solvers consist of matrix and vector operations only; thus, they
offer large potential parallelism. In comparison with the direct solvers, iterative
solvers are often faster and require less additional memory. The only drawback of
iterative solvers is that they do not guarantee convergence to a  solution. Therefore,
preconditioning algorithms [20] are used to improve the convergence of iterative
algorithms. Recent studies [5], [8] show that the combination of inexact Newton
iteration [7] with Krylov methods and additive Schwarz preconditioners [17] can offer
high performance and stable convergence. PETSC [11] library, which is developed in
Argonne National Laboratory, is used in implementation of parallel Flo2DH version.
It is available for both supercomputers and clusters of workstations.

6 Case Study

Input data are generated by GIS; the data from LIDAR, cross-sections and
orthophotomaps are combined. Hydrological data are provided by Vah River
Authority which monitors and records all past events in Vah river. Roughness is
defined based on image processing procedures of orthophotomaps, which divided the
simulated pilot site into areas with the same coverage.
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is  a newly computed solution vector, J(aj) is a Jacobian matrix computed for
aj

. Solving the system of linear equations
J ( aj ) is the most time- and memory-consuming part of Flo2DH. The
complete numerical scheme of Flo2DH is shown in

, R(aj) is a residual load vector, ¨Di is the incremental solution value. An updated
solution is computed by a relaxation factor &j

) ∆aj  = R(aj

Fig. 3.

where aj



6.2 Experimental Results

The steady-state simulation converged after 17 Newton iterations. The original
Flo2DH with a  direct solver takes 2801 seconds for the simulation. The parallel
version of Flo2DH takes 404 seconds on a  single processor and 109 seconds on 7
processors (Tab. 1). One of the reasons why the parallel version (with iterative
solvers) is much faster than original version (with a  direct solver) is that the direct
solver in the original version needs a  lot of additional memory for saving LU
triangular matrices. As there is not enough physical memory the matrices, a  part of
them have to be saved on hard disk, which causes performance penalty. Speedup of
the parallel version on our cluster is shown in Fig. 4.

Tab. 1 Simulation times (in seconds)

Parallel versionOriginal
version 1 processor 2 p. 3 p. 4 p. 5 p. 6 p. 7 p.

2801 404 220 150 136 122 118 109

Fig. 4 Speedup of the parallel version of FESWMS

The experiments have revealed that from the implemented Krylov interactive
algorithms in PETSTC, Bi-CGSTAB [13] is the fastest and relatively stable,
especially when it is used with additive Schwarz/ILU preconditioner. GMRES [6] has
the most stable convergence; however, it is much slower than Bi-CGSTAB, and CGS
[14] has unstable convergence.
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6.1 Hardware Platform

Experiments have been carried out on a  cluster of workstations at the Institute of
Informatics. The cluster consists of seven computational nodes, each has a  Pentium
III 550 MHz processor and 384 MB RAM, and of a dual processor master node and
512 MB RAM. All of the nodes are connected by an Ethernet 100Mb/s network. The
Linux operating system is used on the cluster. Communication among processes is
done via MPI [9].



Fig. 5 Simulation results

7 Conclusion

In this paper, we have presented ANFAS architecture for 3-tier flood modeling
system. The paper was focused on parallelization of numerical module Flo2DH of the
ANFAS architecture. Experiments with real data from Vah river pilot site show good
speedups of our parallel version of Flo2DH. Similar results are also achieved on real
data from Loire river pilot site, France. Experiments on larger computer systems
(Origin 2800 with 128 processors and Linux clusters with 200 nodes) are planned.

550 L. Hluchy et al.

An additive Schwarz/ILU preconditioner was used in the experiments. However,
the preconditioner has several parameters that have to be tuned for better
performance. Finding optimal values for these parameters required a large number of
experiments and it is a part of future work on parallel version of FESWMS Flo2DH.
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