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ABSTRACT 

We present a new hash-function, which provides 2n-bit hash-results, using any n-bit 

symmetric block cipher algorithm. This hash-function can be considered as a extension 

of an already known one, which only provided n-bit hash-results. The difference is 

crucial, because a lot of symmetric block cipher algorithms use 64-bit blocks and recent 

works have shown that a 64-bit hash-result is greatly insufficient. 
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1. INTRODUCTION 

Public-key systems provide methods of producing digital signatures of messages. 
Nonetheless, if these systems are used according to their primitive description, thc 
signature produced is at least as long as the message itself and production timc may bc 

very high. This is the reason why one generally prefers to efficiently reduce the message 
to a short imprint, prior to applying the secret function of the public-key system. such a 

reduction must be carefully designed, so that it does not introduce any weakness in the 
resulting digital signature scheme. 

The functions which achieve this sort of reduction are often called hash-functions and 
may be defined as cryptographically secure methods of computing a fixed-length imprint 
of a message. A signature of this message can thereafter be generated by applying the 
secret function of a digital signature scheme to the imprint instead of applying it to thc 
whole message. 

More precisely, a hash-function is said secure if it is collision-free, i.e. if i t  is. 
computationally infeasible to construct distinct messages which hash to the same 
imprint. Generally speaking, the collision-free property requires that the size h of the 
imprint be at least about 100 bits (say 128 bits, to preserve a safety margin). Indeed if i t  
is much smaller (for example 64 bits), an attack exists which allows to efficiently 
construct distinct messages with the same imprint. 

This attack, due to Yuval [Yu], consists in preparing two sets of 2'In messages. Each of 
these sets can be easily built by creating a few (h/2) variations of a unique message and 
by combining them together. It can be shown that the probability of finding a message 
MI from the first set and a message M, from the second set which have the same imprint 
is greater than 1/2. Now, such twin messages can be found by sorting the imprints of the 
first set and matching them with each imprint of the second set. 

As best known (sequential) techniques of sorting are of time complexity O(NlogN), 
where N is the size of the list, it appears that h/2 should be greater than 32 in order to 
make this type of attack computationnally infeasible. This leads to a convenient length 
of more than 64 bits for the imprint. Moreover, new techniques due to Quisquater and 
DeIescaiIIe [QD] alIow both to avoid sorting step and to use very few memory space, so 
that the so-called twin messages can be found in a much more efficient manner. 
Therefore, it appears reasonable to require the imprint to be (say) 128-bit long. 
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This size can however be  reduced in some cases, due to the following reasons: 

- the above mentioned attack is no longer effective if a random number is systematically 
inserted in the messages to be hashed, or if the initializing vector I is randomly chosen; 
nonetheless, it must be pointed out that the attack remains effective for the signer 
himself, since I is chosen by him. 

- the collision-free property is not required in some applications, when it appears that 
the opponent has no practical way to profit from the collisions he found. Even in this 
case, however, the hash-function has still to be one-way in the following strong sense: 
given a message M and its imprint H, it must be computationally infeasible to find 
another message M' with the same imprint H; for that reason, a mimimum size of 64 bits 
is required. 

Nevertheless, a size of 128 bits or more appears (nowadays) to be secure for all types of 
applications. Various authors have, in the past, also recommended such a size (e.g. [Ju]). 

2. THE "SINGLE-LENGTH" HASH-FUNCTIONS 

Much attention has been paid to hash-functions based on a symmetric block-cipher 
algorithm, generally DES. But until now, only schemes providing imprints of length 
equal to n (the block-length of the cipher algorithm) have been proposed. As n is often 
equal to 64, it results from the discussion of section 1 that such schemes are  not secure 
enough from a general point of view. 

For example, the following scheme (attributed sometimes to Davies, sometimes to 
Meyer), which we will call DM, is a good example of a "single-length" hash-function 
using DES [DP]: first, the message M is split into 56-bit blocks MI, M,, ..., Mr. T h e n ,  the 
imprint H is calculated in the following iterative way (where (+) stands for bitwise 
Exclusive-OR and DES,(X) denotes the encipherment of X with key K): 

H, = I (initializing value) 

The imprint is H = H e ,  
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This hash-function is as good as possible (apart from the fact that weak and semi-weak 
keys should be avoided; see [MS]). In particular, it seems to be resistant to a "meet-in- 
the-middle" attack (fDP] or  [Co]). This sort of attack must be considered with care, 
especially after very receni  results [QD2] which show its efficiency when implemented 
with a right time-memory trade-off. 

In fact, the only default of DM-scheme is to provide too short imprints. So the question 
is: can we specify an efficient and secure scheme which provides twice as long imprints, 
still using a 64-bit cipher algorithm? 

3. OUR PROPOSAL: A "DOUBLE-LENGTH" HASH-FUNCTION 

3.1 General 

We propose here a secure scheme which provides 2n-bit imprints using n-bit block 
cipher algorithms. Moreover, computation time of this scheme is almost the same as for 
DM (or similar) scheme, contrary to some other ones [MS]. In that way, we can answer 
"yes" to the question raised a t  the end of the previous section. 

This scheme is the "good" generalization of DM scheme, in that it uses also feedforward 
techniques 10 avoid meet-in-the-middle attacks, and is specified in such a way that all 
the possible attacks (exhaustive or birthday ones) require a number of steps which is the 
square of the number required in the DM scheme. 

As in DM scheme, the number of encipherments is equal to the numbcr of blocks of thc 
message to be hashed. The  other operations are only bitwise Exclusive-Or and addition 
modulo 2k-1, so that the scheme is almost as efficient as DM scheme, while it offers a 
much greater security. 

This scheme is general, in that it can a priori use any symmetric block cipher algorithm. 
But it must be kept in memory that any weakness in this algorithm will probably induce 
a weakness in the scheme itself (e.g. weak or semi-weak keys of DES). 

3.2 Informal description 

The major problem to solve, which is inherent to the goal we wish to achieve, is the 
following one: since the basic operation is an n-bit encipherment, it is a priori still 
possible to perform a "local" attack at this n-bit level. This is particularly true after 
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Quisquater and Delescaille results already mentioned [QD], which show that one or two 
hours may suffice to find a DES collision, i.e., given avalue I, two distinct keys K and K' 
such that DES,(I) = DESJI). This attack only requires one very fast DES chip (or ten 
moderately fast DES chips!) and a personal computer to pilot this chip. 

This statement has the following incidence: each block of the message should appear at 
least twice along the hashing operation, in a form or another. Meyer and Schilling [MS] 
propose that each block be involved in two encipherments, but this leads to a 
computation time which is twice as long as computation time of DM schcrnc. 

We rather suggest to introduce two supplementary blocks at the end of the messagz; 
each of these blocks is dependent on all the preceding significant blocks, calculated by 
very simple (but as "independent" as possible) functions. 

The basic step of our hash-function is composed of two encipherments (with blocks 
and %+J, followed by Exclusive-Or operation with the hash-result which was 

obtained at the end of the previous step (H2i-lllHJ to provide the new current hash- 
result (%+llllL$,+J, where 1 1  is the symbol for concatenation. This feedforward 
connection is the analogue of the feedforward connection of DM scheme. I t s  role is to 
prevent from going backwards in the hash-function, in order to defeat meet-in-the 
middle attacks. 

3.3 Formal description 

Let e be a symmetric block-cipher algorithm, whose block-length is n and key-length is k 

(for example, n=64 and k=56 if e is DES). We denote the encipherment of input X under 
key K by eK(X). Let I and J be two n-bit initializing values, preferably chosen at 
random. Then, the imprint H of a binary message M is calculated in four steps. 

Step 1 (splitting): 
M is split into k-bit blocks Ml,M2, ... 

Step 2 (first completion): 
If the number of blocks is even, a supplementary block filled with '0's is added. Let 
n=2m be the number of blocks at the end of this step. 

Step 3 (second completion): 
TWO supplementary blocks are added to the message. The first one, MI,+1, is equal to the 
Exclusive-Or of all the preceding blocks: 
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The second one, M,,, is equal to the addition modulo 2k-1 of the same blocks, seen as 
integers expressed in base 2: 

M,, = M, + 4 +... + Mn modulo 2k-1 

Step 4 (iteration): The output values H1,H2,...,Hn+l,Hn+2 are calculated in the following 
iterative way (see figure 1) : 

H, = I H,=J 

for i from 0 to m. 

The imprint is H = Hn+ll (Hncz . 

3.4 Remark 

Another iteration step had been suggested at the time of Eurocrypt'89 conference, but it 
was later shown to be weak by D. Coppersmith [CO~].  

4. CONCLUSION 

We have described a hash-function providing 2n-bit imprints, using a n-bit symmetric 
block cipher algorithm. In that way, Yuval's attack requires 2" calculations (instead of 
only 2&), a prohitive number if, e.g., n=64 (there are more than 500,000 years in 2@ 
microseconds). Meet-in-the-middle attacks are made impossible, because of a 
feedforward connection similar to the one of Davies-Meyer scheme. Other attacks are 
also rendered unpractical, because of two supplementary blocks which are introduced at 
the end of the message 
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Figure 1 

H ,H : initializing values 

M .M ... : message blocks 
-1 0 

1 2 '  

K 

means : Y = eK (X) 

e : block-cipher algorithm 
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