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Abstract. In this paper, we analyze the performance of a lightpath con-
figuration method for optical add/drop multiplexer (OADM) in WDM
asymmetric ring network. We consider a multiple queueing system for
a node in the ring network and derive loss probability and wavelength
utilization factor. Numerical examples show how arrival rate from ac-
cess network and the threshold specified in the dynamic configuration
method affect loss probability and wavelength utilization factor. In addi-
tion, comparing the proposed method with static configuration method,
the loss probability under the proposed method can be almost the same
as that under the static method where lightpaths are pre-established
such that all wavelengths in the network are used efficiently.

1 Introduction

Optical add/drop multiplexer (OADM) selectively adds/drops wavelengths at
any OADM to establish lightpaths in WDM network [3,4,6,7,9,11]. This provides
all-optical connection between any pair of OADMs (see Fig. 1). The number of
available wavelengths is 16, 32, 64, 128 and so on, and the wavelengths to be
added/dropped are pre-selected in each OADM [5,8,10]. Hence significant pre-
deployment network planning is required to specify what and where wavelengths
are to be added/dropped. Once the network design is determined, the design
will not be changed unless network operator is willing to change the network
design. When the traffic pattern changes frequently, the OADM degrades the
performance of network [13]. However, if wavelengths are dynamically allocated,
high utilization of wavelengths and large throughput of packets are expected [2].

To realize dynamic lightpath configuration for OADM, we have proposed
a dynamic lightpath configuration method [12]. With our proposed method, a
lightpath is established according to the congestion state of a node and is released
when there are no packets to be transmitted in a buffer for the lightpath. It is
not necessary to pre-select added/dropped wavelengths.

In [12], we have considered the WDM ring network as shown in Fig. 2 where
traffic is injected into each node from each access network at the same rate. Under

E. Gregori et al. (Eds.): NETWORKING 2002, LNCS 2345, pp. 972–983, 2002.
c© Springer-Verlag Berlin Heidelberg 2002



Performance Analysis of Dynamic Lightpath Configuration 973

. .
 .

. .
 .

. .
 .

MUX DEMUXMUX DEMUX

drop dropadd add

λ 1

W

W W  W−3

 M
 U
 X

 D
 E
 M
 U
 X

lightpath

 D
 E
 M
 U
 X

 M
 U
 X

λ

λ λ λ λ λλ

λ

 1  1  W−3

 W−3

, ,

Fig. 1. Optical add/drop multiplexer.
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Fig. 2. Ring network model.

the real network environment, however, traffic volume injected from an access
network depends on its location and services provisioned, i.e., traffic volume from
each access network is different; we call such ring network an WDM asymmetric
ring network.

To analyze performances of the dynamic lightpath configuration method for
WDM asymmetric ring network, we further extend the symmetric ring network
model in [12] to an asymmetric one. We model this system as a continuous-
time Markov chain and derive the loss probability of packets coming from access
network to node and wavelength utilization factor. With the analysis and sim-
ulation, we investigate how arrival rate from access network and the threshold
specified in the lightpath configuration method affect the performance measures
for WDM asymmetric ring network. Finally, we compare the proposed method
with static configuration method and discuss the effectiveness of the proposed
method.

The rest of the paper is organized as follows. Section 2 summarizes the dy-
namic lightpath configuration method, and in Section 3, we present the analytical
model of our proposed method for WDM asymmetric ring networks. The perfor-
mance analysis in the case of light traffic is presented in Section 4 and numerical
examples are given in Section 5. Finally, conclusions are presented in Section 6.

2 Dynamic Lightpath Configuration Method

In this section, we summarize the dynamic lightpath configuration method pro-
posed in [12]. Each node consists of an OADM with MPLS control plane and a
label switching router (LSR) [1,2]. The procedure of lightpath configuration is
as follows (see Fig. 3).

For simplicity, we consider a tandem network with three nodes, namely, nodes
A, B and C. Each node is connected to its own access network through LSR.
Suppose W +1 wavelengths are multiplexed into an optical fiber in our network.
Among W +1 wavelengths, W wavelengths are used to transmit data traffic and
one is dedicated to carry and distribute control traffic. Therefore we handle W
wavelengths that consist of one default path and W − 1 lightpaths.
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Let w0 denote a wavelength for default path used between adjacent nodes (A
and B or B and C in Fig. 3). We define wi (1 ≤ i ≤ W − 1) as the wavelength
which is dynamically allocated according to congestion in default path.

If an IP packet whose destination is node C arrives at node A from access
network, the LSR in node A performs label switching by establishing a relation
between <input port, input label> tuple and <output port, output label> tuple
according to its destination node. Through MPLS control plane, OADM deter-
mines a relevant output wavelength corresponding to the output label. If the
default path is not congested and a lightpath is not established between nodes
A and C, the packet is transmitted to node B with wavelength w0. When the
packet arrives at node B, the LSR in node B performs label switching. Then,
through MPLS control plane, the OADM in node B determines output wave-
length and the packet is transmitted to node C with it.

An LSR in each node has W buffers corresponding to W wavelengths. In
particular, the buffer for default path (default buffer) has pre-specified threshold.
If the number of packets in default buffer becomes equal to or greater than the
threshold, LSR regards the default path as being in congestion and decides to
establish a new lightpath. Here the new lightpath is established between the
source and destination nodes of the packet that triggers the congestion. The
new lightpath is established in the following manner. Now we consider the two
cases: the packet that is transmitted from nodes A to C (i) triggers congestion
at node A and (ii) triggers congestion at node B.

In the case of (i), the MPLS control plane in node A requests a wavelength to
the MPLS control plane in node C for the establishment of a new lightpath using
control traffic (Fig. 3 (1)). Distributing network state information, MPLS control
plane in each node has the latest information of lightpath configuration all the
time. When the wavelength request of node A arrives at node C, MPLS control
plane in node C searches an available wavelength for path BC. If wavelength
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w1 is available for path BC, node C informs node B that w1 is available using
control signal and adjusts its OADM to drop w1.

Subsequently, the MPLS control plane in node B searches an available wave-
length for path AB. If w1 is also available for path AB, node B informs node A
about it. Otherwise, node B informs node A of another wavelength, say w2. In
the latter case, w2 is converted to w1 at node B for the transmission from A to
C. If no wavelengths are available, the new lightpath establishment fails.

Finally, node A adjusts its OADM to add w1 or w2. Until the lightpath es-
tablishment is completed, wavelength w0 is still used for the packet transmission
between A and C. As soon as the establishment is completed, the lightpath
becomes available.

In the case of (ii) where congestion occurs at intermediate node B, the MPLS
control plane in node B asks node A to request a new wavelength to node
C (Fig. 3 (2)). Successive procedure is same as the case (i).

If there are no packets in the buffer after packet transmission, the timer for
the holding time starts. The established lightpath is released if the holding time
is over and there are no packets in the buffer (Fig. 3 (iii), (3)).

For simplicity, we assume in the paper that multiple lightpaths between any
pair of nodes are not permitted.

3 System Model

We consider a WDM network where L nodes are connected in ring topology (see
Fig. 2). Each node, as shown in the previous section, consists of OADM with
MPLS control plane and LSR and establishes/releases lightpaths according to
the dynamic lightpath configuration method. In addition, each node is connected
to its own access network through LSR.

We assume that the number of wavelengths available at each node is W and
all wavelengths can be converted regardless of any wavelength pairs. One of W
wavelengths is for a default path and the others are for lightpaths which are
dynamically established. W − 1 wavelengths for lightpaths are numbered from 1
to W − 1. A lightpath is established with a wavelength which has the smallest
number. When there are no idle wavelength up to the i− 1th one, a lightpath is
established with the ith (1 ≤ i ≤ W − 1) wavelength.

We have two types of buffers in each node: one is for default path and the
others are for lightpaths which are dynamically established/released. Let Kd

denote the capacity for default buffer and Kl the capacity for each lightpath
buffer. Here, the buffer capacity consists of a waiting room where packets wait
for transmission and a server where a packet is in transmission. Let Th denote
the pre-specified value of threshold for default path.

For traffic condition within this WDM asymmetric ring network, we assume
that packets arriving at node j (1 ≤ j ≤ L) from access network are transmitted
to destination nodes in clockwise direction. Under this assumption, we have two
kinds of packet traffic that arrives at the node j: one is from the access network
and the other is from the previous node j − 1 as shown in Fig. 4.
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In terms of traffic from the access network, we assume that packets arrive at
node j from access network according to a Poisson process with parameter λj .
We assume that for 1 ≤ j ≤ L, λj is so small that packet loss hardly occurs at
intermediate nodes. Moreover we assume that the destination of a packet which
arrives at node j is k (k �= j) with probability P (j)

k which satisfies
∑L

k=1
k �=j

P
(j)
k = 1.

Therefore, packets sent to the destination k arrive at node j from access
network according to a Poisson process with parameter λ(j, k) which is given by

λ(j, k) = P
(j)
k λj . (1)

Next we consider traffic which arrives at node j from node j − 1. Since the
buffers in each node are finite queues, our ring network is not an open Jackson
queueing network. Due to light traffic, however, arrival packets are hardly lost
and most of packets are served by default path. Therefore we can approximate
the arrival process from previous node with the similar approach to the analysis
of open Jackson network [14].

Let λpre
j denote the arrival rate of the packet arrival process from node j − 1

to node j. Noting that packets are sent in clockwise direction and hardly lost
due to light traffic assumption, λpre

j can be approximated with the following:

λpre
j �

j−1∑
k=1




L∑
n=j+1

λ(k, n) +
k−1∑
m=1

λ(k, m)


+

L∑
k=j+2

k−1∑
n=j+1

λ(k, n), 1 ≤ j ≤ L. (2)

We assume that the packet arrival process at node j from the previous node
j − 1 is Poisson with rate λpre

j .
The whole packets arrive at the node j according to a Poisson process with

rate λall
j = λj + λpre

j which is given by

λall
j =

j∑
k=1




L∑
n=j+1

λ(k, n) +
k−1∑
m=1

λ(k, m)


+

L∑
k=j+2

k−1∑
n=j+1

λ(k, n), 1 ≤ j ≤ L. (3)

We define D(j)
l (t) as the set of destination nodes of the established lightpaths

in node j at t. Then packets arrive at default path according to a Poisson process
with rate λall

j − λlight
j where λlight

j is given by

λlight
j =

∑
k∈D

(j)
l

(t)

λ(j, k). (4)

We also assume that for any node the transmission time of a packet, the
lightpath establishment/release time and the holding time are exponentially dis-
tributed with rates µ, p and h, respectively.
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4 Performance Analysis

We consider a multiple queueing system for node j (1 ≤ j ≤ L) illustrated in
Fig. 5.

Let l
(j)
i (1 ≤ i ≤ W ) denote the ith lightpath dynamically estab-

lished/released at node j. We define the state of a lightpath l
(j)
i (1 ≤ i ≤ W −1)

for node j at t as

J
(j)
li
(t) =




n, (0 ≤ n ≤ Kl), if l
(j)
i is busy,

I, if l(j)i is idle,
S, if l(j)i is being established,
R, if l(j)i is being released.

Let N
(j)
d (t) denote the number of packets in default path for node j at t.

d
(j)
li
(t) is defined as the destination node directly connected with lightpath l

(j)
i

at t and given by

d
(j)
li
(t) =

{
k, if l(j)i is busy and connected to node k (∈ D

(j)
l (t)),

0, otherwise.
(5)

Finally, we define the state of the system at t as

(N (j)
d (t), J

(j)
l (t)), (6)

where J
(j)
l (t) is given by

J
(j)
l (t) = ( (J (j)

l1
(t), d(j)l1

(t)), · · · , (J (j)
lW −1

(t), d(j)lW −1
(t)) ). (7)

In addition, we define M I
l(j)(t) as the number of idle lightpaths at t, and it is

expressed as

M I
l(j)(t) =

W−1∑
i=1

1{J
(j)
li

(t)=I}, (8)

where 1{X} is the indicator function of event X.
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Table 1. State transition rate in asymmetric ring network model.

Number of Current state
active lightpaths (Nd, J l) Next state Transition rate

MI
l > 0 Nd < Th (Nd + 1, J l) λall

j − λlight
j

Th ≤ Nd < Kd, (Nd + 1, J l),
(Jl

imin
I

, dl
imin
I

) = (I, 0) (Jl
imin
I

, dl
imin
I

) = (S, 0) λall
j − λlight

j

Nd = Kd, (Nd, J l),
(Jl

imin
I

, dl
imin
I

) = (I, 0) (Jl
imin
I

, dl
imin
I

) = (S, 0) λall
j − λlight

j

Nd > 0 (Nd − 1, J l) µ

MI
l = 0 Nd < Kd (Nd + 1, J l) λall

j − λlight
j

Nd > 0 (Nd − 1, J l) µ

State of Current state Next state
lightpaths (Nd, J l) (Nd, J l) Transition rate

(Jli , dli) = (S, 0) - (Jli , dli) = (0, k)
λ(j, k)

λall
j

−λ
light
j

p

(Jli , dli) = (n, k) n < Kl (Jli , dli) = (n + 1, k) λ(j, k)

n > 0 (Jli , dli) = (n − 1, k) µ
n = 0 (Jli , dli) = (R, 0) h

(Jli , dli) = (R, 0) - (Jli , dli) = (I, 0) p

The state transition diagram for l(j)i is illustrated in Fig. 6. Let U (j) denote
the whole state space of (N (j)

d (t), J
(j)
l (t)) and U

(j)
l the space comprised of

J
(j)
l (t).
In the remainder of this subsection, the argument t is omitted since we con-

sider the system in equilibrium.
The transition rate from the state (N (j)

d , J
(j)
l ) is shown in Table 1. Note

that we omit the superscript (j) of any notation for the simplicity. imin
I in Table

1 is defined as
imin
I = min{ i ;J (j)

li
= I, 1 ≤ i ≤ W − 1}. (9)

For example, when current state is (N (j)
d , J

(j)
l ) whereM I

l(j) > 0, Th ≤ N
(j)
d < Kd

and the state of l(j)i is idle, a packet arrives at default path with rate λall
j −

λlight
j . Then Nd is increased by one and the lightpath establishment of l

(j)
i starts.

Similarly, when current state is (N (j)
d , J

(j)
l ) where an established lightpath l

(j)
i

has no packets in its own buffers, the holding time of l(j)i is over with rate h and
l
(j)
i is released.
Let π(N (j)

d , J
(j)
l ) represent the steady state probability of (N (j)

d , J
(j)
l ).

π(N (j)
d , J

(j)
l ) is uniquely determined by equilibrium state equations and follow-

ing normalized condition ∑
(N(j)

d
,J

(j)
l

)∈U(j)

π(N (j)
d , J

(j)
l ) = 1. (10)

Equilibrium state equations are omitted due to page limitation.
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With π(N (j)
d , J

(j)
l ), loss probability P

(j)
loss and wavelength utilization factor

P
(j)
wave for node j are given by

P
(j)
loss =

∑
(K(j)

d
,J

(j)
l

)∈U(j)

{
1− λlight

j

λall
j

}
π(K(j)

d , J
(j)
l )

+
Kd∑

N
(j)
d

=0

W−1∑
i=1

∑
d
(j)
li

∈D
(j)
l

∑
J

(j)
l

∈U
(j)
l

J
(j)
li

=Kl

π(N (j)
d , J

(j)
l )

λ(j, k)

λall
j

, (11)

P (j)
wave =

∑
(N(j)

d
,J

(j)
l

)∈U(j)

{
1{N

(j)
d

>0} +
W−1∑
i=1

1{(J(j)
li

, d
(j)
li

)�=(I, 0)}

}
π(N (j)

d , J
(j)
l )

W
.

(12)

5 Numerical Examples

In our numerical examples, we assume that a labeled packet size (an IP datagram
+ a label) is 1250 bytes within access networks and that the transmitting speed
of each wavelength is 10 Gbps. Thus, the transmission speed is calculated as

1250 [byte]× 8 [bit/byte]
10 [Gbps]

= 1 [µs] . (13)

We set 1/µ =1 [µs], where 1/µ is the mean transmission time of a packet.
We set both the lightpath establishment/release time and holding time are

equal to 1.0 [ms], i.e., p = 0.001 and h = 0.001. In this section, we consider
WDM asymmetric ring network where there are 10 nodes.

5.1 Impact of Traffic Volume from Access Network

Figs. 7 and 8 illustrate how traffic volume from access network affects loss prob-
ability. In both figures, we set W = 4, Kd = 6, Kl = 5 and Th = 4, and assume
that the destination of each packet is equally likely, i.e., for any pair nodes j and
k (k �= j),

P
(j)
k =

1
L − 1

=
1
9
. (14)

Moreover arrival rate at node 1 from access network, λ1, is variable and other
arrival rates are fixed and equal to 0.015.

Fig. 7 shows the numerical result calculated by approximation analysis and
Fig. 8 represents simulation result. We observe the quantitative discrepancy
between Figs. 7 and 8. This is because the loss probability in Fig. 7 is calculated
under the assumption of exponential distributions of transmission time, lightpath
establishment/release time and holding time while those times are set to be
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constant in simulation. However, both figures show the same tendency and hence
our analytical model is useful for capturing the loss behavior under proposed
method in a qualitative sense.

Our numerical experiments also show that our analytical model succeeds in
capturing the characteristic of wavelength utilization factor, however, we omit
those results due to page limitation.

In Figs. 7 and 8, we observe that loss probability for node 1 increases as
arrival rate at node 1 increases while loss probability for node 10 is constant.
Since destinations of packet streams originated in node 1 are equally likely, the
arrival rate from previous node j − 1, λpre

j , becomes small as the node-number
j increases. This results in the small (large) loss probability if λ1 is smaller
(larger) than λj (j = 2, · · · , 10). We further investigate this tendency in the next
subsection.

5.2 Impact of Node Position

In this subsection, with our analytical result, we investigate how the loss prob-
ability and wavelength utilization factor of each node differ from those of other
nodes.

Here, we set W = 4, Kd = 30, Kl = 5 and Th = 20. The destination of each
packet is equally likely, i.e., P (j)

k = 1/9.
In terms of traffic volume from each access network, we consider the following

types;

Type A: λi =
{
0.18, i = 1, 6,
0.135, otherwise. Type B: λi =

{
0.09, i = 1, 6,
0.135, otherwise.

Fig. 9 shows the loss probability against the position of node. From Fig. 9,
we observe that loss probability depends on the distance from node 1 or node 6.
For type A, nodes 1 and 6 have larger loss probability than others while for type
B, nodes 5 and 10 have larger loss probability than others. For type A, λ1 and
λ6 are larger than others and this makes LSRs of nodes 1 and 6 in congestion.
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This causes the large loss probabilities of nodes 1 and 6. On the other hand, the
packet streams originated in node 1 leave the ring network at nodes 2, 3, · · ·,
and 10 in this order and hence the total arrival rate becomes small as the node-
number increases. This results in the decrease of loss probabilities from nodes 2
to 5. At node 6, the same traffic volume is injected and this causes the jump of
loss probability. The decrease of loss probability from nodes 6 to 10 follows from
the same reason.

For type B, λ1 and λ6 are smaller than others and this causes the small loss
probabilities at nodes 1 and 6. As the node-number increases, the traffic volume
larger than λ1 and λ6 makes the network being congested and this results in the
increase of loss probabilities at nodes from 2 (7) to 5 (10).

Fig. 10 illustrates how the proposed method establishes lightpaths in the
asymmetric network. From this figure, we find that the proposed method can
establish lightpaths according to traffic volume originated in each node. For type
A, nodes 1 and 5 establish more lightpaths than others and for type B, nodes 6
and 10 establish more lightpaths than others. From this figure, we observe that
the dynamic lightpath establishment function works well for WDM asymmetric
ring network.

5.3 Impact of Threshold

In this subsection, we investigate how the threshold affects loss probability with
our analytical result. We setW = 4, Kd = 30 and Kl = 5. As is the case with the
above sections, we assume that the destination of each packet is equally likely,
and consider the traffic condition for type A.

Fig. 11 shows how loss probability is affected by threshold. From Fig. 11,
we observe that smaller threshold gives smaller loss probability. This is because
the LSR with small threshold regards the node as being in congestion frequently
and makes lightpaths busy. We also find that loss probabilities for nodes 5 and
10 do not change so much while those for nodes 1 and 6 decrease as threshold
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becomes small. Therefore small threshold is effective to improve loss probabilities
of bottleneck nodes.

5.4 Comparison of Dynamic and Static Configurations

Finally, we compare the proposed method with static configuration method
where wavelengths are allocated to lightpaths statically.

Fig. 12 illustrates loss probability for each node in cases of the proposed
method and static configuration method. Loss probabilities in Fig. 12 are calcu-
lated by simulation. In this figure we set W = 4, Kd = 6, Kl = 5 and consider
the traffic condition for type A. In addition, P (j)

k =1/9 for all j and k (j �= k)
except j = 1 and 6. For j = 1 and 6, we set

P
(1)
k =

{
0.08, k = 2, 3,
0.12, otherwise. P

(6)
k =

{
0.08, k = 7, 8,
0.12, otherwise.

That is, more packets whose destinations are nodes 2 (7) or 3 (8) arrive at node
1 (6) than packets whose destinations are other nodes.

As for the static configuration method, we consider the case where each node
statically establishes two lightpaths: one is connected to the next node and the
other is connected to the next but one. Note that this is the most efficient use
of wavelengths for the ring network considered here.

As for the dynamic configuration, we consider the following two cases: (1)
Th = 3 for all nodes and (2) Th’s are different such as

Th =
{
1, k = 1, 6, 3, k = 3, 4, 8, 9,
2, k = 2, 7, 4, k = 5, 10.

The case of (2) is based on the results of the previous subsections.
From Fig. 12, we observe that the loss probability for dynamic configuration

with Th = 3 is the largest and that the loss probability for the proposed method
with adjusted Th’s is almost equal to or lower than that for static configuration
case. This suggests that the proposed method can establish lightpaths efficiently
between pairs of nodes whose traffic volume is large.
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6 Conclusion

In this paper, we have analyzed the performance of the dynamic wavelength
allocation method for WDM asymmetric ring network. Numerical examples have
showed that the proposed method can establish lightpaths efficiently according
to traffic volume from access network even when some nodes are in congestion.
In addition, the loss probability under the proposed method can be almost the
same as that under the static method where lightpaths are pre-established such
that all wavelengths in the network are used efficiently.
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