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Abstract. We studied three methods to improve identification of difficult small
classes by balancing imbalanced class distribution with data reduction. The new
method, neighborhood cleaning rule (NCL), outperformed simple random and
one-sided selection methods in experiments with ten data sets. All reduction
methods improved identification of small classes (20-30%), but the differences
were insignificant. However, significant differences in accuracies, true-positive
rates and true-negative rates obtained with the 3-nearest neighbor method and
C4.5 from the reduced data favored NCL. The results suggest that NCL is a
useful method for improving the modeling of difficult small classes, and for
building classifiers to identify these classes from the real-world data.

1   Introduction

Real-world data sets often have imbalanced class distribution, because many natural
processes produce certain observations infrequently. For example, rare diseases in a
population may result in medical data with small diagnostic groups. When some
classes are heavily under-represented, statistical and machine learning methods are
likely to run into problems. Cases from the rare classes are lost among the other cases
during learning. The resulting classifiers misclassify new unseen rare cases, and
descriptive models may give an inadequate picture of the data. The learning task is
even more problematic, if a small class is difficult to identify because of its other
characteristics. A small class may, for example, overlap heavily the other classes. In
the following, we refer to a small and difficult class as a class of interest.

We balanced class distribution with data reduction before the actual analysis,
because we aimed to develop a general-purpose method, whose results may be given
directly to statistical and machine learning methods. The most well-known data
reduction technique comes from the area of statistics, where sampling [1] is used to
allow analyses which would be impractical with large populations. Data reduction has
been utilized in the area of machine learning especially to accelerate the instance-
based learning methods [2,3]. Recently Kubat et al. [4] presented one-sided selection
(OSS) which uses instance-based methods to reduce the larger class when class
distribution of a two-class problem is imbalanced. In this paper, we describe a new
method called neighborhood cleaning rule that utilizes the OSS principle, but
considers more carefully the quality of the data to be removed.
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2   Methods and Materials

Simple random sampling (SRS), which was used as a baseline method, is the most
basic one of the sampling methods applied in statistics [1]. In SRS a sample (sub-set)
S is selected randomly from the original data T so that each example in T has an equal
probability to be selected into S. We applied SRS to classes that were larger than class
of interest C and selected a sample with size of | C | from each of these classes.
Unfortunately, the within classes SRS (SWC) may produce biased samples, because
small samples may have an over-representation of outliers or noisy data.

One-sided selection (OSS) [4] reduces T by keeping all examples of C and by
removing examples from the rest of data O = T - C. Firstly, Hart’s condensed nearest
neighbor rule (CNN) [3,4] is applied to select a sub-set A from T which is consistent
with T in the sense that A classifies T correctly with the one-nearest neighbor rule (1-
NN). CNN starts from S, which contains C and an example from each class in O, and
moves examples misclassified by 1-NN from O to S, until a complete pass over O has
been done without misclassifications. Secondly, examples that are noisy or lie in the
decision border are removed from O. The major drawback of OSS is CNN rule which
is extremely sensitive to noise [3]. Since noisy examples are likely to be misclassified,
many of them will be added to the training set. Moreover, noisy training data will
misclassify several of the subsequent test examples [2,3]. We also argue that data
cleaning should be done before the data analysis. For example, in statistical analyses
and data mining, data pre-processing is an important step before the actual analysis.

The basic idea of our neighborhood cleaning rule (NCL) is the same as in OSS:
All examples in C are saved, while O is reduced. In contrast to OSS, NCL emphasizes
more data cleaning than data reduction. Our justification for this approach is two-fold.
Firstly, the quality of classification results does not necessarily depend on the size of
the class. Therefore, we should consider, besides the class distribution, other
characteristics of data, such as noise, that may hamper classification. Secondly,
studies of data reduction with instance-based techniques [3] have shown that it is
difficult to maintain the original classification accuracy while the data is being
reduced. This aspect is important, since while improving the identification of small
classes, the method should be able to classify the other classes with an acceptable
accuracy.

Consequently, we chose to use Wilson’s edited nearest neighbor rule (ENN) [3] to
identify noisy data A1 in O. ENN removes examples whose class differs from the
majority class of the three nearest neighbors. ENN retains most of the data, while
maintaining a good classification accuracy [3]. In addition, we clean neighborhoods
of examples in C: The three nearest neighbors that misclassify examples of C and
belong to O are inserted into set A2. To avoid excessive reduction of small classes,
only examples from classes larger or equal to 0.5 · | C | are considered while forming
A2. Lastly, the union of sets A1 and A2 is removed from T to produce reduced data S.
Fig. 1 illustrates the NCL rule. To make NCL to suit better for solving real-world
problems than OSS, we utilized Heterogeneous value difference metric (HVDM) [3]
and designed NCL with multi-class problems in mind.

Experiments were made with ten real-world data sets of which eight were retrieved
from UCI machine learning repository [5]. Six of these data sets were medical data
which is our primary application area. Female urinary incontinence [6] and vertigo [7]
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data sets are medical data which we have studied earlier with different methods. The
characteristics of the data sets, as well as the classes of interest are reported in [8].

1. Split data T into the class of interest C and the rest of data O.

2. Identify noisy data A1 in O with edited nearest neighbor rule.

3. For each class Ci in O

        if ( x  Ci in 3-nearest neighbors of misclassified y  C )

        and ( | Ci | ‡  0.5 · | C | ) then A2 = { x } �A2

4. Reduced data S = T - ( A1 �A2 )

Fig. 1. Neighborhood cleaning rule

We applied the three data reduction methods to the whole data as in [4] and to the
training sets of 10-fold cross-validation process as in [3]. The data were classified
with the three-nearest neighbor (3-NN) method (with HVDM) and C4.5 (release 8,
default settings) [9]. Classification measures were accuracy, true-positive (TPR) and
true-negative rates (TNR), and the true-positive rate of the class of interest (TPRC).
The two-tailed Wilcoxon signed ranks test was used to test the significance of
differences in the measures (p<0.05).

3   Results

Mean accuracies, TPRs, TNRs, and TPRCs from the original data were 76, 68, 73, 39
for 3-NN and 76, 69, 72, 40 for C4.5, respectively. Table 1 shows the changes in
means of classification measures from the reduced data in comparison with the mean
results from the original data. More detailed results are reported in [8]. With reduced
training and test sets, the differences in accuracy, TPRs and TNRs were significant
and in favor of NCL (NCL>SWC>OSS). With reduced training and original test sets,
the following differences were significant in 3-NN measures: Accuracy: NCL>OSS,
TPR: SWC>OSS and NCL>OSS, and TNR: NCL>SWC and NCL>OSS. In all the
C4.5 measures, except TPRC, SWC>OSS and NCL>OSS were the significant
differences. All statistically significant differences were in favor of NCL. There were
no significant differences in TPRCs with both types of test data.

Table 1. Changes in means of accuracies (a), true-positive rates (tpr), true-negative rates (tnr)
and true-positive rates for the classes of interest (c) in percents from the reduced data in
comparison with mean results from the original data. Balanced (*) and original (**) test data.

Method SWC OSS NCL
a tpr tnr c a tpr tnr c a tpr tnr c

3-NN* -7 1 -4 22 -19 -23 -17 25 11 16 13 27
C4.5* -4 4 -1 26 -14 -13 -11 22 5 9 8 25
3-NN** -7 1 -4 24 -8 -6 -4 25 -5 1 -1 23
C4.5** -6 4 -3 30 -10 -8 -6 25 -6 -1 -1 20
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4   Discussion

The classification results obtained from the reduced original data sets showed that the
NCL method was significantly better than SWC and OSS. Only the differences in
TPRCs were insignificant. All reduction methods improved clearly (22-27%) these
rates in comparison with the results of original data. NCL was the only reduction
method which resulted in higher accuracies, TPRs and TNRs than those of the
original data sets. NCL was able to overcome the noise related drawbacks of OSS.
NCL attempts to avoid the problems caused by noise by applying the ENN algorithm
that is designed for noise filtering. NCL also cleans neighborhoods that misclassify
examples belonging to the class of interest. The results suggest that NCL is a useful
tool to build descriptive models that take better into account difficult small classes.

NCL was also the best method when the test data had the original imbalanced class
distribution. All reduction methods improved clearly (20-30%) TPRCs in comparison
with the results of original data. Although the other classification measures of NCL
method were lower than the original ones, decrease was slight and slightly smaller in
comparison with OSS. Our method may also be useful in building better classifiers
for new unseen rare examples for the real-world data with imbalanced class
distribution. NCL might allow us, for example, to generate classifiers that are able to
identify examples of the sensory urge class [6] better than the classifiers built from
the original data. This type of classifiers would be very useful in an expert system
which we plan to develop to aid physicians in the differential diagnosis of female
urinary incontinence [6]. In the preliminary tests with two-fold cross-validation, we
have found that 3-NN classifier with NCL reduced training sets have improved on
average 20% the TPRs of the difficult sensory urge class.
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