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ABSTRACT 

Although systems development methodologies and their supporting CASE tools were 
designed to address productivity and quality issues of systems development, it is now 
widely accepted that they have not totally succeeded in achieving their stated goals. 
They have been criticised for their lack of flexibility and potential inefficiencies. One 
approach to overcome the weaknesses of existing methodologies is to create an 
open methodology environment in which different methodologies are combined, in a 
federated architecture [12], to contribute to a system's development. This implies that 
the supporting CASE tools of the combined methodologies must also be allowed to 
co-exist in a way that enables reusability of information collected through one CASE 
tool by another, in [25] we described how a global Data Dictionary System can be 
made to act as the co-existence mechanism for different methodologies and 
identified the concepts which must be included in the data dictionary's data model in 
order to play such role. In this paper the development of a prototype Federated 
CASE Environment(FCE) is described. It has an open methodology architecture in 
that information collected through one CASE tool can be used by other CASE tools. 
This is achieved by exporting to a global data dictionary information required in other 
CASE tools and importing information from the global data dictionary if a CASE tool 
is to be used externally. This allows users developing a system in one methodology 
to have access to techniques in another methodology. The prototype FCE's global 
data dictionary is based on the ISO's Information Resource Dictionary System(IRDS). 
The previously identified data model concepts have been realised in this data 
dictionary which has been extended to support the physical concepts needed to 
describe a graphical diagram. These physical concepts represent the structure of a 
diagram in a representation that is independent of any graphical display system. This 
allows this information to be transferred to different display systems. The efficacy of 
the method has been demonstrated in a prototype environment by linking CASE tools 
supporting the SSADM methodology(AUTOMATE PLUS) with CASE tools supporting 
the YOURDON methodology(ADT). This environment is capable of incorporating 
other CASE tools and methodologies. 

1. INTRODUCTION 

There is now a strong consensus that productivity and quality in the development of 
complex systems can only be ensured by applying an engineeringlike form of 
discipline in its production. Such a discipline is called Software Engineering [27]. 
Within the context of software engineering one of the main facilities which can be 
used to improve the process of systems development is a systems development 
methodology [13], [22]. 
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A systems development methodology supports the life-cycle activities by providing 
[28]: 

(1) a method that specifies the activities performed, control functions exercised 
and documentation to be produced, 

(2) a model or conceptual framework that is the basis for creating a particular 
target system instance, 

(3) a system development language that is to be used to represent a particular 
target system, 

(4) tools manual and/or computer aided that are used in creating a target system 
instance. 

An integrated set of software tools automating the application of a methodology is 
known as a CASE tool [26]. A systems development methodology may have more 
than one CASE tool supporting it. 

Systems development methodologies have a long pedigree, in the 1960s techniques 
developed prior to the computer era were modified and used to design computer 
based systems. System flowcharts, flow diagrams, IPC and MAP [4] were the first 
computer oriented techniques. Since then substantial effort has been expended on 
developing better and more advanced methodologies. However no single 
methodology vendor has the complete solution to the varying industry requirements 
for systems development methodologies, nor is this likely to be the case. Thus one 
step which many developers have taken is to combine techniques from different 
methodologies, and their supporting CASE tools, in order to take advantage of the 
strengths and overcome the weaknesses of existing methodologies [29]. 

This paper describes how a data dictionary system can form the basis for an open 
methodology environment in which techniques from different approaches are used in 
the development process. A prototype environment called Federated CASE 
Environment (FCE) has been defined, and partially implemented, which will allow this 
approach to be evaluated. 

1.1 OPEN METHODOLOGY ENVIRONMENT 

in spite of the recent advances made in systems development methodologies there 
has been some uneasiness about methodology choice and use, and in some cases 
their practical validity. This is due to a number of limitations that characterise most of 
the current methodologies. The most serious of these are: 
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(1) explicitly prescriptive, 
(2) problem specific, 
(3) inadequate support for all phases of the life-cycle. 

Most of the available methodologies are explicitly prescriptive of what should be 
done, consisting of a recommended collection of phases, procedures, rules and 
techniques to be applied in a given order. However in most cases it is difficult to fit a 
project into such a fixed, rigid framework. Further by forcing the developer to use a 
particular methodology it can constrain his/her ability to select the most appropriate 
problem representation and can prevent the use of knowledge and experience gained 
from previous similar projects. 

Since existing methodologies have been developed with the intention of building 
systems of a specific type, they force a user of the methodology to an early decision 
on the type, structure and scope of the information system being developed. 
Although such decisions may result in a quicker and more standardised systems 
development, it makes the system under development relatively inflexible, and 
restricts exploration of alternatives. 

Particular methodologies provide limited facilities for the complete life-cycle in that 
most of them provide effective support, to the point of overkill, for one or a limited 
number of stages, of the systems development life-cycle, while treating the other 
stages inadequately. For example structured methodologies such as SSADM [23] 
and YOURDON [30] focus on the analysis and design phases while others such as 
JACKSON [17] are targeted at the design and implementation phases. 

These limitations of systems development methodologies could be overcome by 
developing an open methodology environment where several methodologies, and 
their supporting CASE tools, are allowed to co-exist with their techniques being used 
in a project development. Such a development environment can: 

(1) Result in a highly flexible methodology being used which is capable of 
blending with other organisational procedures. 

(2) Facilitate the development of procedural pattern in response to a system's 
contextual changes. 

(3) Allow choice for the system developer in selecting the most appropriate 
problem representation or the preferred development methods. 

(4) Result in a complete and consistent methodology, supporting all phases of the 
life-cycle. 
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Our key notion in creating an open methodology environment is that it should allow 
users of one methodology to access techniques from other methodologies while at 
the same time preserving the autonomy of a methodology. Autonomy will allow a 
developer to select each methodology independently of the others and use a single 
methodology if that is required. 

in order to achieve these objectives the methodologies must co-exist in an 
environment which allows them to share a common conceptual framework and: 

(1) 
(2) 
(3) 
(4) 
(5) 
(6) 

is flexible enough to accommodate the idiosyncrasies of each methodology, 
facilitates reusability of information in different CASE tools, 
permits local autonomy of a CASE tool, 
allows incorporation of new CASE tools and methodologies, 
allows customizability to local preferences, 
it is easy to use and learn. 

1.2 OPEN METHODOLOGY ENVIRONMENT IMPLEMENTATION 

Three ways of implementing such an environment have been considered: 

1. Super Methodology 
Recognising the advantages of combining different methodologies many researchers 
have advocated the need of a "super-methodology" [6] supporting a variety of 
approaches to different aspects of systems development. However it is questionable 
if such an approach to methodology integration is achievable since it involves a 
number of compromises: 

(1) It is not easily extended to incorporate new methodologies that will appear in 
the future or changes to existing ones. 

(2) it is costly in terms of the development time and resources that would be 
needed to ensure the creation of such a methodology. 

(3) It may be difficult to learn and use. 
(4) There is a loss of autonomy since each methodology will probably have to 

conform to the rules of the super-methodology resulting in the loss of its 
individual existence. 

(5) It is all embracing. 
(6) Existing CASE products will not be able to support it, so new products would 

need to be developed. 
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2. Interfacing 
A different approach which could solve some of the above problems would be to 
establish communication between methodologies, and their CASE tools, by custom- 
built filters which translate between methodologies. This approach is based on 
interfacing the methodologies. However it is harder to achieve reuse of information 
within different tools in this approach [11] due to the number of interfaces required. 

3. Federated Environment 
Systems development methodologies are part of an organisational information 
resource policy governing the control and sharing of the information resources. This 
means that we must examine the implementation of an open methodology 
environment in the context of the information resource management (IRM) [10] of an 
organisati0n. A primary control tool of an IRM environment is its Data Dictionary(DD) 
[1], [20]. The Data Dictionary is instrumental in the planning, administration and 
operation of an organisation's information processing activities. A more suitable 
approach therefore for achieving an open methodology environment could be to 
interface a common Data Dictionary to a variety of CASE tools while letting them 
retain their own local data dictionaries. Under this approach the common Data 
Dictionary would be made to act as the co-existence mechanism for the different 
methodologies, while the local data dictionaries would maintain the autonomy of an 
individual CASE tool, allowing their techniques and information to be shared between 
methodologies. 

2. SPECIFICATION OF A COMMON DATA DICTIONARY 

The ISO has drafted a proposal on a family of standards for an Information Resource 

Dictionary System (IRDS) [14]. Figure 1 illustrates the conceptual structure of the ISO 
IRDS. There are three data levels in the ISO's IRDS architecture; Fundamental level, 
IRD Definition level, and IRD level. 

The Fundamental level provides the context for the definition of the IRD standard. It 
consists of the types of data, instances of which are to be recorded on the IRD 
definition level. 

The IRD Definition level provides an extensible definition of the types of information 
which, may be recorded at the IRD level. For example this level would contain 
information that "record type" and "program type" are concepts, the instances of 
which are recorded on the IRD level. 
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The IRD level is the level on which the content of an Information Resource Dictionary 
is recorded. For example this level could contain the information that EMPLOYEE 
and DEPARTMENT are two instances of the concept "record type". 

The underlying data structures for the IRD Definition level and Fundamental level are 
completely prescribed in the ISO IRDS family of standards. The concepts defined for 
the Fundamental level are those supported in the ISO SQL schema DDL [16]. The 
concepts defined for the IRD definition level include object type, association class, 
association type, exclusive constraint, uniqueness constraint, attribute type, as well 
as several relationships between these concepts [14]. 
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2.1 DATA STRUCTURE FOR THE IRD LEVEL 

To achieve the objectives of an open methodology environment the methodologies 
must share a common conceptual framework, with each methodology implementing 
part of this conceptual framework. 

In order to identify the concepts and structure of this common conceptual framework 
an analysis of a number of methodologies was undertaken. The identified concepts 
were classified into five groups; external, conceptual, logical, architectural and 
physical, corresponding to the five levels of abstraction for information systems as 
identified in [24]. Currently this analysis has been completed for the first three levels 
as reported by us in [25]. 

3. FEDERATED CASE ENVIRONMENT 

The activities involved in the systems development process can be viewed as model 
building activities. Starting with a conceptual model of the application area, which 
results from the analysis activities, the final objective is to end up with an 
implementation model. Systems development methodologies use a variety of 
techniques producing, diagrams, forms or text, for model building. 

System models require frequent modifications as requirements change. Manually 
drawn diagrams are problematic in that the work involved in producing, maintaining, 
communicating and documenting them, makes it practically impossible to take 
advantage of using diagrams, and this has limited the use of diagram based 
methodologies, in systems development, until recently. The spread of low-cost 
workstations in the mid 1980s have seen the introduction of software systems that 
automate and enhance the manual methods of the 1970s and 1980s, thus making it 
more practical and economical to use diagrams. This technology known as Computer 
Aided Software Engineering (CASE) [8],[26], allows systems developers to document 
and model an information system from its initial user requirements through design 
and implementation, and lets them apply tests for consistency, completeness and 
conformance to standards. 

CASE tools are supported by a Data Dictionary in which a user's various work 
products are stored. Each CASE toot available in the market today has its own, 
usually non standard, Data Dictionary, thus making it difficult to integrate them. in an 
open methodology environment, connectivity between different CASE tools is a 
critical requirement. This can only be effectively achieved if the tools are made to 
operate from a common shared Data Dictionary. This Data Dictionary must be 
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accessible to tools via a well defined interface which allows the transfer of information 
from the tool to the Data Dictionary and vice versa. This is the aim of the Federated 
CASE Environment(FCE). 

3.1 FCE ARCHITECTURE 

Figure 2 shows the major components of the FCE together with their data and control 
flow relationships. 
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FIGURE 2 : FCE Architecture P..MIE n 

The heart of the system is a meta-translator toolkit which performs translations of 
queries and diagrams between CASE tools, This meta-translator is structured into 
two module; Query Meta-translation Module(QMM) and Diagram Meta-translation 



469 

Module(DMM). Each of these modules has access to a number of translation 
schemes in the translation scheme library. 

An approach to implementation of the QMM is presented in [15]. In the following 
sections we describe the implementation of DMM. 

3.1.1 DMM SYSTEM OVERVIEW 

The DMM has dual functionality: 

(1) it allows the automatic production of diagrams, by different CASE tools, from 
data in the global DD. 

(2) it allows the storage of information about the target system, entered via 
diagrams, in the global DD. 

Currently only the first of these is implemented in the prototype, as the second can be 
built by similar process. The prototype DMM was implemented using C [18] and 
INGRES [5] DBMS, and runs on a VAX 8200 series. The major components of the 
system are shown in figure 3. The Diagram Constructor component produces a 
specification of the contents of a diagram instance. These specifications are 
transformed by the Diagram Description Processor component into a form 
appropriate for output to a specific CASE tool. 

In operation the system has two distinct phases; Diagram definition phase and 
Diagram construction phase. A general understanding of these phases can be gained 
by examining what would be required to automatically construct the entity-relationship 
diagram of figure 4 using the CASE tool AUTOMATE PLUS [19]. 

in the diagram definition phase the graphical object types used in building an entity- 
relationship diagram in AUTOMATE are defined. These include rectangles 
representing entities, arrows representing one-to-many relationships and two types of 
text representing the names of entities and relationships respectively. Also a tool 
dependent displayable form of the diagram type is specified. In the diagram 
construction phase the specific instances of rectangles, arrows and text to be shown 
on the final figure are created. This is a high level description of the diagram instance 
which is finally mapped into its equivalent (tool-dependent) output representation 

In order to make the communication between the Data Dictionary and the CASE tool 
possible a facility is required which allows the natural declaration of the information 
which is to be transmitted between the Data Dictionary and the tool. Since the tool is 
part of the development environment, whose definitions are recorded at the IRD 
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Definition level, we must extend the IRD Definition level structure to allow the 
definition of a diagram information model for the types of diagrams supported by the 
tools. A diagram information model consists of three parts: 

(1) Morphology 
(2) Topology 
(3) Semantics 

The morphology part identifies the set of geometric objects provided by the tool in 
order to construct a diagram instance. For example an SSADM data flow diagram is 
constructed from boxes, arrows, circles, text etc. 

The toDoloav part identifies the topology constraints that dictate the general form of 
a diagram produced through the tool. For example an arrow(representing a data flow 
in a data flow diagram) should be linked to two boxes(representing processes), which 
shows the origin and destination of the data flow. 

The semantics part identifies the mapping between the geometric objects and the 
concepts of the Data Dictionary. For example a box in a data flow diagram 
corresponds to a process in the Data Dictionary. 

3.1.1.1 EXTENDING THE IRDS DEFINITION LEVEL STRUCTURE 

in order to create a diagram information model a metamodel is required which 
provides facilities to define the morphological, topological and semantic 
characteristics of the types of diagrams associated with a tool. This can be achieved 
by combining existing IRDS features with modest extensions to the IRDS definition 
level structure defined in the ISO standard. 

Figure 5 illustrates diagrammatically, using an entity-relationship notation [3], the 
main additions to the IRD Definition level structure. Conceptually a specification 
diagram can be viewed as an abstract object which is defined along three orthogonal 
dimensions: 

Graphical objects: Defines the set of geometrical shapes which are used in order to 
construct a diagram instance. For example some commonly used graphical objects 
for data flow diagrams are shown in figure 6. Each graphical object description 
contains a list of graphical properties, which specify how the graphical object is to 
be displayed. The graphical objects are also arranged in a taxonomic hierarchy in 
which graphical properties can be shared through inheritance. 
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Graphical dependencies: Graphical dependencies support the maintenance of 
important graphical constraints, such as connectivity and containment, between 
graphical objects. 

Semantics: Graphical objects indicate semantics. For example a box in a data flow 
diagram represents a PROCESS. Each graphical object is associated with the 
existence of a data object or a data relationship or a data attribute of a particular 
type. Another indication of semantics comes from the graphical dependencies 
between graphical objects. For example the graphical dependency defined between a 
box and an arrow in a data flow diagram is represented by the data relationship 
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"FROM" associating the Data Dictionary concepts "PROCESS" and "DATA FLOW" 

(see figure 7). 
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All the information contained in the IRD level and the extended IRD Definition level 
structures are stored in a collection of relations managed by the INGRES [5] 
relational DBMS. Relations are defined for all the major classes of objects of the two 
levels. 

3.1.2 AUTOMATIC DIAGRAM PRODUCTION 

Having described how the types of diagrams associated with a particular CASE tool 
can be defined as part of the development environment, we can describe how DMM 
can assist in the automatic construction of a diagram instance to be presented to a 
CASE tool user. This is a two steps process: 

step 1 : a logical description of the diagram instance in terms of graphical object 
instances, composing the diagram, and graphical dependencies is created. This is 
achieved by retrieving the corresponding data dictionary entries(for graphical objects 
and graphical dependencies) according to the knowledge contained in the extended 
IRD definition level structure. Also information about the way in which the graphical 
object instances are to be displayed is added by instantiating the graphical attributes 
(except for defaults). Due to the lack of an appropriate theory, diagram layout issues 
were not addressed systematically. However some strategies suggested in [2], [7], [9] 
and [21] have the potential to be incorporated in the system to achieve our goals. 

step 2 : given the logical description of a diagram instance DMM produces a tool- 
dependent diagram description file. This is achieved in accordance with a diagram 
template which specifies the mapping between the diagram's logical description and 
its equivalent tool-dependent output representation. The diagram description file can 
then be used by the tool's diagram editor for loading. 

DMM was tested using AUTOMATE PLUS [19] and YOURDON'S ADT [31]. Figure 8 
shows the data dictionary entries describing an entity-relationship model. Figure 9 
shows the corresponding entity-relationship diagram produced for AUTOMATE PLUS 
using DMM. 

4. CONCLUSION 

Many systems development methodologies have been proposed and used for 
developing systems. In the past few years systems developers have been 
emphasising the need to combine different methodologies and their supporting CASE 
tools. In this paper we have described an approach in which the Data Dictionary 
system can form the basis for an open methodology environment. The developed 
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system, although still in prototype form shows the feasibility of such a development 
environment. Currently the system supports the Data Dictionary to CASE tools 
transfer of information for automatic diagram production. Future work will concentrate 
on implementing the CASE tools to Data Dictionary link in order to support interactive 
diagram production. 
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