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#### Abstract

We study property preserving transformations for reactive systems. A key idea is the use of $\langle\varphi, \psi\rangle$-simulations which are simulations parameterized by a Galois connection $(\varphi, \psi)$, relating the lattices of properties of two systems. We propose and study a notion of preservation of properties expressed by formulas of a logic, by a function $\varphi$ mapping sets of states of a system $S$ into sets of states of a system $S^{\prime}$. Roughly speaking, $\varphi$ preserves $f$ if the satisfaction of $f$ at some state of $S$ implies that $f$ is satisfied by any state in the image of this state by $\varphi$. The main results concern the preservation of properties expressed in sublanguages of the branching time $\mu$-calculus when two systems $S$ and $S^{\prime}$ are related via $\langle\varphi, \psi\rangle$-simulations. They can be used in particular to verify a property for a system by proving this property on a simpler system which is an abstraction of it .


## 1 Introduction

A central idea in a rigorous program development methodology is that a designer starting from a formal requirements specification obtains an implementation by performing successive semantics preserving transformations. In this process, semantics can be expressed by a set of properties specified as formulas of an appropriate program logic; the transformations applied should preserve these properties.

The investigation of property preserving implementations or abstractions of reactive systems has been the object of intensive research during the last years. However, the existing theoretical results are too fragmented. They strongly depend on the choice of the specification formalism and the underlying semantics.

Some results [Kur89,AL88,LT88] adopt a linear time semantics framework where specifications are the conjunction of a safety and a liveness property. The safety part is usually expressed as a transition relation (automaton) while the liveness constraint is characterized either by an acceptance condition on the states or by a formula. The notions of implementation proposed are based on the use of structure or language homomorphisms preserving correctness.

For process algebras the problem of the adequacy of a logic used to express process properties, has been studied [HM85,GS86b,GS86a,NV90]. Adequacy means compatibility of the behavioral equivalence of the process algebra with the semantics of the logic. That is, equivalent processes satisfy the same formulas and consequently cannot be distinguished in the logic. Clearly, adequacy corresponds to a particular case of property preservation; in general, the

[^0]property preserving relations need not to be equivalences.
This paper is based on ideas originally presented in [Sif82a,Sif83]. We propose a notion of preservation of a property $f$ by an arbitrary function $\varphi$ from the powerset of the states of a program $S_{1}$ to the powerset of the states of a program $S_{2}$. The function $\varphi$ is said to preserve $f$ if for any state of $S_{1}$ which satisfies $f$, all the states of $S_{2}$ in its image satisfy $f$ too. If the converse is also true, then we say that $\varphi$ strongly preserves $f$. Some general results are provided allowing to prove that a given function preserves (or strongly preserves) the meaning of the formulas of a language by induction on its structure.

These results are applied to show both preservation and strong preservation of sublanguages of the branching time $\mu$-calculus for functions that represent some general form of homomorphism between the transition structures of the considered programs. Homomorphisms or simulation relations between transition structures are at the base of the definitions of most of the relations used to compare behaviors [Bra78,KM79,Mil71]. Their use allows the application of algebraic techniques and reduces the study of a relation on programs to the study of relations on elements of their structure.

The simulation relations used are parameterized by a pair of functions ( $\varphi, \psi$ ) which defines a Galois connection between powersets of the state sets of the programs considered. The results presented concern preservation of properties expressed in fragments of the $\mu$-calculus when programs are related via $\langle\varphi, \psi\rangle$ simulations. The functions $\varphi$ and $\psi$ determine precisely state correspondences that preserve the satisfaction of formulas.

These results generalize some results in [CGL92] where this problem is studied in the particular case where the restriction of the property preserving function $\varphi$ on the states is an abstraction. The idea of using simulations parameterized by Galois connections is quite natural as connections have been proven to be very useful for studying correspondences between partially ordered structures [Ore44], in our case the lattices of state properties of two programs. In the domain of verification and abstract interpretation of programs they have been extensively used by Patrick and Rhadia Cousot (see for example [CC79,CC90]). Our results specialize their approach as far as $\langle\varphi, \psi\rangle$-simulations induce a particular case of abstract interpretations. These interpretations under some additional conditions preserve the validity of properties on abstractions.

The paper is organized as follows. Section 2 presents the notion of property preservation and general results allowing to prove that a function preserves the validity of formulas of a given language. In section 3 , the definition and properties of $\langle\varphi, \psi\rangle$-simulations are given. Section 4 gives results about the preservation of sublanguages of the $\mu$-calculus. Section 5 shows how the results can be applied to obtain abstractions or implementations of a given program.

## 2 General results on property preservation

A program is considered to be a transition system defined as follows:
Definition 1. A transition system is a tuple $S=(Q, R)$, where Q is a set of states and $R$ is a transition relation on $Q(R \subseteq Q \times Q)$.
We adopt the following conventions and notations:

- We identify a unary predicate on $Q$ with its characteristic set as the lattice of unary predicates is isomorphic to $2^{Q}$. Thus, for a unary predicate $P$ and a state $q \in Q$, the notations $P(q)=$ true, $P(q)$ and $q \in P$ are equivalent.
－Given two sets $Q_{1}$ and $Q_{2}$ ，we represent by $\left[Q_{1} \rightarrow Q_{2}\right.$ ］（resp．［ $Q_{1} \xrightarrow{m} Q_{2}$ ］）the set of（resp．monotonic）functions from $Q_{1}$ to $Q_{2}$ ．
－We denote by Id the identity function on $2^{Q}$ ．For a set $\Pi \subseteq Q$ ，we denote by $I d_{I I}$ the restriction of $I d$ to $2^{I I}$ ．

We suppose that program properties are expressed by formulas of a logical lan－ guage $\mathcal{F}(\mathcal{P})$ where $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots\right\}$ is a set of propositional variables．For a given system $S=(Q, R)$ and an interpretation function $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2^{Q}\right]$ ，the semantics of $\mathcal{F}(\mathcal{P})$ is given by means of a function $\left|\left.\right|_{s, I} \in\left[\mathcal{F}(\mathcal{P}) \rightarrow 2^{Q}\right]\right.$ ．This function is such that $\forall P \in \mathcal{P},|P|_{s, I}=\mathcal{I}(P)$ ．Furthermore，it associates with a formula its characteristic set i．e．，the set of states satisfying it．
To simplify notations，either one or both of the subscripts $S$ and $\mathcal{I}$ in $|f|_{s, x}$ will be omitted whenever their values can be determined by the context．
Definition 2．Let $f \in \mathcal{F}(\mathcal{P})$ be a formula，$S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems，$\Pi$ be a subset of $Q_{1} \mathcal{I} \in\left[\mathcal{P} \rightarrow 2 Q_{1}\right]$ an interpretation function and $\varphi \in\left[2^{Q_{1}} \rightarrow 2 Q_{2}\right]$ ．We say that $\varphi$ preserves（resp．strongly preserves） $f$ for $\mathcal{I}$ on $\Pi$ if and only if for any $q \in \Pi$ ，
$q \in|f|_{s_{1}, \tau}$ implies（resp．iff）$\varphi(\{q\}) \subseteq|f|_{s_{2}, \varphi \circ \tau}$.
If $\Pi=Q_{1}$ ，we omit to precize that the preservation is on $\Pi$ ．
Definition 3．Let $f \in \mathcal{F}(\mathcal{P})$ be a formula，$S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems， $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2 Q_{1}\right]$ be an interpretation function and $\varphi \in\left[2^{Q_{1} \rightarrow 2}{ }^{Q_{2}}\right]$ ．

We say that $\varphi$ semi－commutes（resp．commutes）with $f$ for $\mathcal{I}$ if and only if $\varphi\left(|f|_{s_{1}, 工}\right) \subseteq|f|_{s_{2}, \varphi \circ I}\left(\right.$ resp．$\left.\varphi\left(|f|_{s_{1}, 工}\right)=|f|_{s_{2}, 凶 \circ I}\right)$ ．
In these definitions，the function $\varphi$ establishes a correspondence between prop－ erties of $S_{1}$ and properties of $S_{2}$ ．Preservation means that the function $\varphi$ is compatible with the satisfaction relation．The notion of semi－commutativity is used in the sequel to prove preservation．The following lemma relates preserva－ tion and commutativity．
Lemma 4．Let $f$ be a formula of $\mathcal{F}(\mathcal{P}), \varphi \in\left[2 Q_{1} \xrightarrow{m} 2 Q_{2}\right]$ a monotonic function and $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2^{Q_{1}}\right]$ ．
1．If $\varphi$ semi－commutes with $f$ for $\mathcal{I}$ then $\varphi$ preserves $f$ for $\mathcal{I}$ ．
2．If $\varphi$ commutes with for $\mathcal{I}, \varphi$ is one－to－one and $\varphi^{-1}$ is monotonic then $\varphi$ strongly preserves for $\mathcal{I}$ ．
Proof．The first point is immediate，from $q \in|f|_{x}$ ，we obtain by monotonicity of $\varphi$ and its semi－commutativity with $f, \varphi(\{q\}) \subseteq \varphi\left(|f|_{\mathcal{I}}\right) \subseteq|f|_{\text {wox }}$ ．
For the second point it remains to prove that for any $q \in \bar{Q}_{1}, \varphi(\{q\}) \subseteq|f|_{\text {юo }}$ implies $q \in|f|_{x} \cdot \varphi(\{q\}) \subseteq|f|_{\text {甲 }}=\varphi\left(|f|_{x}\right)$ by commutativity of $\varphi$ with $\bar{f}$ ．From $\varphi(\{q\}) \subseteq \varphi\left(|f|_{x}\right)$ we deduce that $q \in|f|_{x}$ as $\varphi^{-1}$ is monotonic and $\varphi$ is one－to－ one．

Theorem 5．Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems． For any set $\Pi \subseteq Q_{1}$ and for any monotonic functions $\varphi \in\left[\right.$| $Q_{1}$ | $\left.2^{Q_{2}}\right]$ and |
| :--- | :--- | $\psi \in\left[2 Q_{2} \xrightarrow{m} 2^{Q_{1}}\right]$ such that $\psi \circ \varphi \circ \psi=\psi$ and $I d_{I} \subseteq \psi \circ \varphi$ ，if $\varphi$ semi－commutes with for $\mathcal{I} \in[\mathcal{P} \rightarrow I m(\psi)]$ and $\psi$ semi－commutes with $f$ for $\varphi \circ \mathcal{I}$ then $\varphi$ strongly preserves $f$ for $\mathcal{I}$ on $\Pi$ ．

Proof. The preservation is obtained by lemma 4 since $\varphi$ semi-commutes with $f$ for $\mathcal{I}$.
In order to show strong preservation, suppose that, for $q \in \Pi, \varphi(\{q\}) \subseteq|f|_{\wp \circ}$. We have,

$$
\begin{aligned}
& \psi \circ \varphi(\{q\}) \subseteq \psi\left(|f|_{\bullet \circ x}\right)(\text { monotonicity of } \psi), \\
& q \in \psi\left(|f|_{\text {๒I }}\right)\left(I d_{\Pi} \subseteq \psi \circ \varphi\right), \\
& q \in|f|_{\psi \circ \bullet \circ x}(\text { semi-commutativity of } \psi \text { for } \varphi \circ \mathcal{I}) .
\end{aligned}
$$

Since $\mathcal{I} \in[\mathcal{P} \rightarrow \operatorname{Im}(\psi)]$, there exists an interpretation function $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2 Q_{2}\right]$ such that $\mathcal{I}=\psi \circ \mathcal{I}^{\prime}$. Thus $\psi \circ \varphi \circ \mathcal{I}=\psi \circ \varphi \circ \psi \circ \mathcal{I}^{\prime}=\psi \circ \mathcal{I}^{\prime}=\mathcal{I}$ which implies $q \in|f|_{I}$.

## 3 Simulations based on connections ( $\langle\varphi, \psi\rangle$ simulations)

The notion of $\langle\varphi, \psi\rangle$-simulation plays a central role for the preservation of properties of two transition systems $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$. To introduce it, the following definitions and well-known results are needed.

Definition 6. Given a relation $R$ from a set $Q_{1}$ to a set $Q_{2}\left(R \subseteq Q_{1} \times Q_{2}\right)$ we define two predicate transformers pre $[R] \in\left[2 Q_{2}{ }_{2} Q_{1}\right]$ and post $[R] \in\left[2 Q_{1} \mathbf{2}_{2} Q_{2}\right]$ :

$$
\begin{aligned}
& \operatorname{pre}[R] \stackrel{\text { def }}{=} \lambda X .\left\{q_{1} \in Q_{1}: \exists q_{2} \in X \wedge q_{1} R q_{2}\right\} \\
& \operatorname{post}[R] \stackrel{\text { def }}{=} \lambda X .\left\{q_{2} \in Q_{2}: \exists q_{1} \in X \wedge q_{1} R q_{2}\right\}
\end{aligned}
$$

In the sequel, we denote by $\tilde{\varphi}$ the dual of a function $\varphi \in\left[Q_{1} \rightarrow Q_{2}\right]$ that is
$\tilde{\varphi} \stackrel{\text { def }}{=} \lambda X . \neg \varphi(\neg X)$.
Notice that for $Q_{2}{ }^{\prime} \subseteq Q_{2}, \operatorname{pre}[R]\left(Q_{2}{ }^{\prime}\right)$ represents the set of "predecessors" of the states of $Q_{2}{ }^{\prime}$ via the relation $R$ and for $Q_{1}{ }^{\prime} \subseteq Q_{1}, \operatorname{post}[R]\left(Q_{1}{ }^{\prime}\right)$ represents the set of "successors" of the states of $Q_{1}{ }^{\prime}$ via $R$. The following proposition states that the operator pre is strict and distributive over union.

Proposition 7. For any relation $R$ from a set $Q_{1}$ to a set $Q_{2}\left(R \subseteq Q_{1} \times Q_{2}\right)$, we have:

1. $\operatorname{pre}[R](\emptyset)=\emptyset$,
2. For any $X_{1}, X_{2}$ subsets of $Q_{2}$, $\operatorname{pre}[R]\left(X_{1} \cup X_{2}\right)=\operatorname{pre}[R]\left(X_{1}\right) \cup \operatorname{pre}[R]\left(X_{2}\right)$,

Definition 8. A connection from $2^{Q_{1}}$ and $2^{Q_{2}}$ is a pair of monotonic functions $(\varphi, \psi), \varphi \in\left[2 Q_{1} \xrightarrow{m} 2^{Q_{2}}\right]$ and $\psi \in\left[2 Q_{2} \xrightarrow{m} 2^{Q_{1}}\right]$, such that $I d_{Q_{1}} \subseteq \psi \circ \varphi$ and $\varphi \circ \psi \subseteq I d_{Q_{2}}$.

Proposition 9. [San77] Let $\varphi$ and $\psi$ be two monotonic functions $\varphi \in\left[2^{Q_{1}} \xrightarrow{m} 2^{Q_{2}}\right], \psi \in\left[2 Q_{2} \xrightarrow{m} 2^{Q_{1}}\right]$. If $(\varphi, \psi)$ is a connection between $2 Q_{1}$ and $2_{2} Q_{2}$ then $\varphi$ is distributive w.r.t. union and $\psi$ is distributive w.r.t. intersection.

Proposition 10. Let $\rho$ be a relation from a set $Q_{1}$ to a set $Q_{2}\left(R \subseteq Q_{1} \times Q_{2}\right)$, the pairs (post $[\rho], \widetilde{p r e}[\rho])$ and (pre $[\rho], \widetilde{p o s t}[\rho])$ are connections.

Now, we define a notion of simulation and bisimulation parameterized by connections relating the lattices of properties of two transition systems.

Definition 11. Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$, two transition systems and $(\varphi, \psi)$ a connection from $2^{Q_{1}}$ to $2_{2}$.
$-S_{1}<\varphi, \psi>$-simulates $S_{2}$ if $\varphi \circ p r e\left[R_{1}\right] \circ \psi \subseteq p r e\left[R_{2}\right]$

- $\left.S_{1}<\varphi, \psi\right\rangle$-bisimulates $S_{2}$ if $S_{1}\langle\varphi, \psi\rangle$-simulates $S_{2}$ and $S_{2}\langle\widetilde{\psi}, \widetilde{\varphi}\rangle$-simulates $S_{1}$.


Fig. 1. $\langle\varphi, \psi\rangle$-simulation
Notice that the definition above implies that for any $\langle\varphi, \psi\rangle$-simulation, we have necessarily $\varphi(\emptyset)=\emptyset$ since $\operatorname{pre}\left[R_{2}\right](\emptyset)=\emptyset$ and $\varphi$ is monotonic. In that case, as $\varphi$ is distributive for $\cup$, it can be shown that there exists a relation $\rho \subseteq Q_{1} \times Q_{2}$ such that $\varphi=$ post $[\rho]$ [Sif82b]. Indeed, we have for any $q_{1} \in Q_{1}$ and $q_{2} \in Q_{2}$, $q_{1} \rho q_{2}$ if and only if $q_{2} \in \varphi\left(q_{1}\right)$.

We show below that the notion of $\langle\varphi, \psi\rangle$-simulation is equivalent to the standard notion of simulation [Mil71]: $S_{1}$ simulates $S_{2}$ if there exists some relation $\rho \subseteq Q_{1} \times Q_{2}$ such that $R_{1}{ }^{-1} \rho \subseteq \rho R_{2}{ }^{-1}$. That is, if $q_{1} \rho q_{2}$ then for any $q_{1}^{\prime}$ such that $q_{1} R_{1} q_{1}^{\prime}$ there exists $q_{2}^{\prime}$ such that $q_{2} R_{2} q_{2}^{\prime}$ and $q_{1}^{\prime} \rho q_{2}^{\prime}$.

Suppose that for some relation $\rho \subseteq Q_{1} \times Q_{2}, S_{1}<\operatorname{post}[\rho], \widetilde{p r e}[\rho]>$-simulates $S_{2}$, i.e.

$$
\operatorname{post}[\rho] \circ \operatorname{pre}\left[R_{1}\right] \circ \widetilde{p^{2} e}[\rho] \subseteq \operatorname{pre}\left[R_{2}\right]
$$

Then, as post $[\rho]$ is monotonic and $I d_{Q_{1}} \subseteq \widetilde{p r e}[\rho] \circ$ post $[\rho]$, we obtain,
post $[\rho] \circ \operatorname{pre}\left[R_{1}\right] \circ \widetilde{p r e}[\rho] \circ \operatorname{post}[\rho] \subseteq \operatorname{pre}\left[R_{2}\right] \circ \operatorname{post}[\rho]$ which implies
post $[\rho]$ opre $\left[R_{1}\right] \subseteq \operatorname{pre}\left[R_{2}\right]$ opost $[\rho]$ which is equivalent to $R_{1}^{-1} \rho \subseteq \rho R_{2}^{-1}$.
Thus, if $S_{1}<\operatorname{post}[\rho], \widetilde{p r e}[\rho]>$-simulates $S_{2}$, then $S_{1}$ simulates $S_{2}$ in the sense of [Mil71]. It can be shown in a similar way that the converse also holds. A direct consequence of this is that $S_{1}<$ post $[\rho], \widetilde{p r e}[\rho]>$-bisimulates $S_{2}$ for some $\rho$ iff $S_{1}$ bisimulates $S_{2}$.

Notice also that $\langle\varphi, \psi\rangle$-simulations define abstract interpretations in the sense of [CC79,CC90]. So, they should allow to establish relationships between on one hand, theories based on behavioral equivalences expressed in term of simulations and on the other hand, existing powerful results on program analysis using abstract interpretation.

The following proposition gives a useful dual condition for the definition of $\langle\varphi, \psi\rangle$-simulation:

Proposition 12. For $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ two transition systems and $(\varphi, \psi)$ a connection from $2^{Q_{1}}$ to $2 Q_{2}$,
$\varphi \circ \operatorname{pre}\left[R_{1}\right] \circ \psi \subseteq \operatorname{pre}\left[R_{2}\right]$ iff pre $\left[R_{1}\right] \subseteq \psi \circ p r e\left[R_{2}\right] \circ \varphi$
Proof. From $\varphi \circ p r e\left[R_{1}\right] \circ \psi \subseteq \operatorname{pre}\left[R_{2}\right]$ and monotonicity of $\varphi$ and $\psi$ one can deduce that $\psi \circ \varphi \circ \operatorname{pre}\left[R_{1}\right] \circ \psi \circ \varphi \subseteq \psi \circ p r e\left[R_{2}\right] \circ \varphi$. As $\operatorname{Id}_{Q_{1}} \subseteq \psi \circ \varphi$ one obtains $p r e\left[R_{1}\right] \subseteq \psi \circ p r e\left[R_{2}\right] \circ \varphi$. It is easy to show that the latter implies $\varphi \circ p r e\left[R_{1}\right] \circ \psi \subseteq \operatorname{pre}\left[R_{2}\right]$. Thus, the two conditions are equivalent.

## 4 Preservation of the $\mu$-calculus

We consider the problem of preservation of the properties expressible in the branching-time propositional $\mu$-calculus $L_{\mu}$ [Koz83]. We recall that this logic subsumes in expressiveness all the commonly used specification logics as the branching-time temporal logics $C T L$ [CES83] and $C T L^{*}$ [EH83] and also the linear-time temporal logics as PTL [Pnu77] and ETL [Wol83]. We define two fragments of the $\mu$-calculus called $\square \mu$-calculus ( $\square L_{\mu}$ ) and $\diamond \mu$-calculus ( $\diamond L_{\mu}$ ) and we show that when a system $S_{1}\langle\varphi, \psi\rangle$-simulates another system $S_{2}$, the function $\varphi$ (resp. $\tilde{\psi}$ ) preserves $\diamond L_{\mu}$ (resp. $\square L_{\mu}$ ). We obtain strong preservation of these fragments in case of a simulation equivalence, i.e., existence of simulations in both directions. Furthermore, we show that in the case of $\langle\varphi, \psi\rangle$ bisimulation, the two functions mentioned above preserve the whole $L_{\mu}$ and that under some conditions they strongly preserve it.

### 4.1 Fragments of the propositional $\mu$-calculus

We recall the syntax and the semantics of the propositional $\mu$-calculus $L_{\mu}$ [Koz83]. Let $\mathcal{P}$ be a set of atomic propositions, $\mathcal{X}$ a set of variables. The set of the formulas of the $\mu$-calculus is defined by the following grammar:

$$
\begin{aligned}
& f::=T|P \in \mathcal{P}| X \in \mathcal{X}|\diamond f| f \vee f|\sim f| \mu X . f \text { where } f \text { is syntactically } \\
& \text { monotonic on } X \text {, i.e. any occurrence of } X \text { in } f \text { is under an even number } \\
& \text { of negations. }
\end{aligned}
$$

The notion of free occurrences of variables in a formula is defined as in the first-order predicate calculus by considering the operator $\mu$ as a quantifier. As usually, a formula is closed if there are no variables occurring free in it.

The semantics of the formulas is defined for a given transition system $S=(Q, R)$ and an interpretation function for the atomic propositions $\mathcal{I} \in\left[\mathcal{P}_{\rightarrow 2} Q\right]$. A formula with $n$ free variables is interpreted as a function of $\left[\left(2^{Q}\right)^{n} \rightarrow 2^{Q}\right]$. In particular, a closed formula is interpreted as a set of states. The interpretation function is inductively defined as follows, for a valuation $V=\left(V_{1}, \ldots, V_{n}\right) \in\left(2^{Q}\right)^{n}$ of the variables occurring free.


We extend the language of $L_{\mu}$ by adding the formulas $\perp, f \wedge g, f \Rightarrow g$, $\nu X . f(X), \square f$ which are respectively abbreviations for $\neg T, \neg(\neg f \vee \neg g), \neg f \vee g$, $\neg \mu X . \neg f(\neg X), \neg \diamond \neg f$.

A formula of this extended language is in positive normal form if and only if all the negations occurring in it are applied on atomic propositions. It can be shown that any formula of $L_{\mu}$ has an equivalent formula which is in positive normal form.

We define two fragments of $L_{\mu}$ called $\square L_{\mu}$ and $\diamond L_{\mu}$. Their sets of formulas are given respectively by the two following grammars.

$$
\begin{aligned}
& g::=\mathrm{T}|\perp| P|\neg P| X|\square g| g \vee g|g \wedge g| \mu X . g \mid \nu X . g \\
& h::=T|\perp| P|\neg P| X|\diamond h| h \vee h|h \wedge h| \mu X . h \mid \nu X . h
\end{aligned}
$$

Notice that properties expressible in the $\square L_{\mu}$ involve only universal quantification on computation sequences (due to the use of the $\square$ operator) whereas those expressible in $\diamond L_{\mu}$ involve only existential quantification.

We consider the positive fragments $\square L_{\mu}^{+}$and $\diamond L_{\mu}^{+}$obtained from the above languages by forbidding the use of the negation. We consider also the logic $L_{\mu}^{+}$ corresponding to the subset of $L_{\mu}$ formulas in positive normal form without negations. We can translate any formula of $L_{\mu}$ which is in positive normal form into an equivalent formula in $L_{\mu}^{+}$by replacing negations of atomic propositions, i.e, formulas in the form $\neg P$, by new atomic propositions. Thus, since any formula of $L_{\mu}$ has an equivalent formula in positive normal form, we can express in $L_{\mu}^{+}$any property expressible in $L_{\mu}$, modulo this encoding of the formulas $\neg P$. Obviously, the same translation can be done from $* L_{\mu}$ to $* L_{\mu}^{+}$for $* \in\{\square, \diamond\}$.

We can express in $\square L_{\mu}$ branching-time properties as for instance, the safety properties w.r.t. the simulation preorder [BFG*91]. The class of these properties corresponds to the fragment of $\square L_{\mu}$ without the least fixpoint operator $\mu$.

Furthermore, it can be shown that any $\omega$-regular linear-time property, i.e., expressible by a nondeterministic Büchi automaton [Buc62], can be expressed in $\square L_{\mu}$ [Bou89]. For example, the safety property [Lam77,LPZ85,MP90] "always $P$ "can be expressed by the formula $\nu X$. $(P \wedge \square X)$. Moreover, the guarantee property (according to [MP90]) "eventually $P$ in any infinite computation sequence" can be expressed by the formula $\mu X$. $(P \vee \square X)$. Properties in the other classes in the hierarchy given in [MP90] are obtained by using alternations of the $\mu$ and the $\nu$ operators. The formulas of $\diamond L_{\mu}$ are equivalent to negations of the $\square L_{\mu}$ formulas and conversely. However, the formulas of $\diamond L_{\mu}^{+}$are equivalent to the duals of $\square L_{\mu}^{+}$formulas and conversely.

### 4.2 Preservation results

In the sequel we consider only finite branching transition systems, i.e., transition systems where any state has a finite number of successors. This condition guaranties that the formulas can be interpreted as continuous functions on sets of states.

When we consider any interpretation function of the atomic propositions the preservation and strong preservation results concerns the positive fragments of the $\mu$-calculus. To deal with the fragments where negations of atomic propositions are allowed, we need the following consistency condition.
Definition 13. Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems, $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2^{Q_{1}}\right]$ be an interpretation and a function $\varphi \in\left[2^{Q_{1}} \rightarrow 2^{Q_{2}}\right]$. We say that $\varphi$ is consistent with $\mathcal{I}$ if and only if $\forall P \in \mathcal{P} . \varphi\left(|\neg P|_{s_{1}, 工}\right) \cap \varphi\left(|P|_{s_{1}, x}\right)=\emptyset$.

We give hereafter the theorems concerning the preservation and strong preservation of $\square L_{\mu}, \diamond L_{\mu}$ and $L_{\mu}$ in presence of $\langle\varphi, \psi\rangle$-simulations or bisimulations. We consider in the sequel that the functions $\varphi \in\left[2^{Q_{1}} \rightarrow 2^{Q_{2}}\right]$ and $\psi \in\left[2^{Q_{2}} \rightarrow 2^{Q_{1}}\right]$ forming the $\langle\varphi, \psi\rangle$ simulations and bisimulations satisfy the following conditions: $\varphi(\emptyset)=\emptyset, \varphi\left(Q_{1}\right)=Q_{2}, \widetilde{\psi}(\emptyset)=\emptyset$ and $\widetilde{\psi}\left(Q_{2}\right)=Q_{1}$.

We start with two theorems concerning the preservation of $\square L_{\mu}$ and $\diamond L_{\mu}$ respectively by $\tilde{\psi}$ and $\varphi$ when $\langle\varphi, \psi\rangle$ is a simulation. Their proofs are given in the appendix.

Theorem 14. Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems. If $S_{1}\langle\varphi, \psi\rangle$-simulates $S_{2}$ then $\tilde{\psi}$ preserves the formulas of $\square L_{\mu}^{+}$for any interpretation function $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2^{Q_{2}}\right]$. Furthermore, if $\widetilde{\psi}$ is consistent with $\mathcal{I}$ then $\widetilde{\psi}$ preserves $\square L_{\mu}$ for $\mathcal{I}$.

Theorem 15. Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems. If $\left.S_{1}<\varphi, \psi\right\rangle$-simulates $S_{2}$ then $\varphi$ preserves the formulas of $\diamond L_{\mu}^{+}$for any interpretation function $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2^{Q_{1}}\right]$. Furthermore, if $\varphi$ is consistent with $\mathcal{I}$, then $\varphi$ preserves $\diamond L_{\mu}$ for $I$.

Now, we give a theorem about strong preservation of $\square L_{\mu}$ and $\diamond L_{\mu}$ in case of a simulation equivalence.

Theorem 16. Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems. If $S_{1}<\varphi, \psi>$-simulates $S_{2}$ and $\left.S_{2}<\varphi^{\prime}, \psi^{\prime}\right\rangle$-simulates $S_{1}$ then

1. For any set $\Pi \subseteq Q_{1}$, if $\varphi^{\prime} \circ \varphi \circ \varphi^{\prime}=\varphi^{\prime}$ and $I d_{\Pi} \subseteq \varphi^{\prime} \circ \varphi$, then $\varphi$ strongly preserves $\diamond L_{\mu}^{+}$on II for any interpretation $\mathcal{I} \in\left[\mathcal{P} \rightarrow \operatorname{Im}\left(\varphi^{\prime}\right)\right]$. Furthermore, if $\varphi\left(\right.$ resp. $\left.\varphi^{\prime}\right)$ is consistent with $\mathcal{I}$ (resp. $\varphi \circ \mathcal{I}$ ) then $\varphi$ strongly preserves $\diamond L_{\mu}$ for $\mathcal{I}$ on $\Pi$.
2. For any set $\Pi \subseteq Q_{2}$, if $\widetilde{\psi}^{\prime} \circ \widetilde{\psi} \circ \widetilde{\psi}^{\prime}=\widetilde{\psi}^{\prime}$ and $I d_{\square} \subseteq \widetilde{\psi}^{\prime} \circ \tilde{\psi}$, then $\widetilde{\psi}$ strongly preserves $\square{\underset{\sim}{\alpha}}_{\mu}^{+}$on $\Pi$ for any interpretation $\mathcal{I} \in\left[\mathcal{P} \rightarrow \operatorname{Im}\left(\tilde{\psi}^{\prime}\right)\right]$. Furthermore, if $\tilde{\psi}$ (resp. $\widetilde{\psi}^{\prime}$ ) is consistent with $\mathcal{I}$ (resp. $\tilde{\psi} \circ \mathcal{I}$ ) then $\tilde{\psi}$ strongly preserves $\square L_{\mu}$ for $\mathcal{I}$ on $\Pi$.

Proof. Direct application of the theorem 5 using the theorems 14 and 15.
We consider now the case of bisimulation connections. The following theorems concerns the preservation and the strong preservation of the whole $\mu$-calculus in presence of such connections.

Theorem 17. Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems. If $S_{1}<\varphi, \psi>$-bisimulates $S_{2}$ then $\varphi$ (resp. $\tilde{\psi}$ ) preserves $L_{\mu}^{+}$for any interpretation function $\mathcal{I}_{1} \in\left[\mathcal{P} \rightarrow 2^{Q_{1}}\right]$ (resp. $\mathcal{I}_{2} \in\left[\mathcal{P} \rightarrow 2^{Q_{2}}\right]$ ).
Furthermore, if $\varphi$ (resp. $\widetilde{\psi}$ ) is consistent with $\mathcal{I}_{1}$ (resp. $\mathcal{I}_{2}$ ) then $\varphi$ (resp. $\widetilde{\psi}$ ) preserves $L_{\mu}$ for $\mathcal{I}_{1}$ (resp. $\mathcal{I}_{2}$ ).

Proof. The proof is a combination of the proofs of the theorems 14,15 and the definition of the bisimulation (see definition 8).

Theorem 18. Let $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$ be two transition systems. If $\left.S_{1}<\varphi, \psi\right\rangle$-bisimulates $S_{2}$ then

1. If $I d_{Q_{1}} \subseteq \tilde{\psi} \circ \varphi$ and $\tilde{\psi} \circ \varphi \circ \tilde{\psi}=\tilde{\psi}$ then $\varphi$ strongly preserves $L_{\mu}^{+}$for any interpretation $\mathcal{I}_{1} \in[\mathcal{P} \rightarrow \operatorname{Im}(\widetilde{\psi})]$. Furthermore, if $\varphi$ and $\tilde{\psi}$ are respectively consistent with $\mathcal{I}_{1}$ and $\varphi \circ \mathcal{I}_{1}$, then $\varphi$ strongly preserves $L_{\mu}$ for $\mathcal{I}_{1}$.
2. If $I d_{Q_{1}} \subseteq \tilde{\psi} \circ \varphi$ and $I d_{Q_{2}} \subseteq \varphi \circ \tilde{\psi}$ then for any interpretation $\mathcal{I}_{1} \in[\mathcal{P} \rightarrow \operatorname{Im}(\tilde{\psi})]$, $\varphi($ resp. $\widetilde{\psi})$ strongly preserve $L_{\mu}^{+}$for $I_{1}\left(\right.$ resp. $\left.\varphi \circ I_{1}\right)$.
Furthermore, if $\varphi($ resp. $\tilde{\psi})$ is consistent with $\mathcal{I}_{1}\left(\right.$ resp. $\left.\varphi \circ \mathcal{I}_{1}\right)$ then $\varphi$ (resp. $\widetilde{\psi}$ ) strongly preserves $L_{\mu}$ for $\mathcal{I}_{1}$ (resp. $\varphi \circ \mathcal{I}_{1}$ ).

Proof. The first point is obtained by direct application of theorem 5 and using the proof of theorem 17 showing actually semi-commutativity which is stronger than preservation. The second point is also obtained by direct application of theorem 5, given that $I d_{Q_{1}} \subseteq \tilde{\psi} \circ \varphi$ and $I d_{Q_{2}} \subseteq \varphi \circ \tilde{\psi}$ implies that $\tilde{\psi} \circ \varphi \circ \tilde{\psi}=\tilde{\psi}$ and $\varphi \circ \tilde{\psi} \circ \varphi=\varphi$.

## 5 Applications

In this section we consider that the functions $\varphi$ and $\psi$ are defined in terms of a relation $\rho \subseteq Q_{1} \times Q_{2}$ relating states of two transition systems $S_{1}=\left(Q_{1}, R_{1}\right)$ and $S_{2}=\left(Q_{2}, R_{2}\right)$.

As the pair (post $[\rho], \widetilde{p r e}[\rho]$ ) is a connection from $2 Q_{1}$ to $2 Q_{2}$, it is natural to consider < post $[\rho], \widetilde{p r e}[\rho]>$-simulations from $S_{1}$ to $S_{2}$. In this context the results presented can be applied to tackle two problems: the implementation problem and the abstraction problem.

### 5.1 Implementation

Problem: given a transition system $S_{2}=\left(Q_{2}, R_{2}\right)$, a set of states $Q_{1}$ and a relation $\rho \subseteq Q_{1} \times Q_{2}$, find a transition system $S_{1}=\left(Q_{1}, R_{1}\right)$ implementing $S_{2}$ via $\rho$ that is, a system $S_{1}$ such that $S_{1}<$ post $[\rho], \widetilde{p r e}[\rho]>$-simulates $S_{2}$.

From the relation $p r e\left[R_{1}\right] \subseteq \widetilde{p r e}[\rho] \circ \operatorname{pre}\left[R_{2}\right] \circ \operatorname{post}[\rho]$, one gets that in general there may be many solutions (relations $R_{1}$ ). However, there exists a largest relation. It is obtained by computing the largest function $F$ such that $F \subseteq \widetilde{p r e}[\rho]$ pre $\left[R_{2}\right] \circ p o s t[\rho]$ which is distributive with respect to union and strict $(\bar{F}(\emptyset)=\emptyset)$. As it is shown in [Sif82b], for any such function there exists a unique relation $\operatorname{pre}\left[R_{1}\right]$ such that $p r e\left[R_{1}\right]=F$. This function is defined by taking $F(\emptyset)=\emptyset$, $F(P)=\bigvee_{q} \in{ }_{P} H(q)$, where $H=\widetilde{p r e}[\rho] \circ \operatorname{pre}\left[R_{2}\right] \circ \operatorname{post}[\rho]$.

### 5.2 Abstraction

Problem: given a transition system $S_{1}=\left(Q_{1}, R_{1}\right)$, a set of state $Q_{2}$ and a relation $\rho \subseteq Q_{1} \times Q_{2}$, find a transition system $S_{2}=\left(Q_{2}, R_{2}\right)$ which is an abstraction of $S_{1}$ via $\rho$. That is, a transition system $S_{2}$ such that $S_{1}<$ post $[\rho], \widehat{p r e}[\rho]>$-simulates $S_{2}$.

Obviously, the relation post $[\rho] \circ p r e\left[R_{1}\right] \circ \widetilde{p r e}[\rho] \subseteq \operatorname{pre}\left[R_{2}\right]$ may have several solutions (i.e., relations $R_{2}$ ). We are interested in solutions which are sufficiently faithful to $S_{1}$. In general, a least solution does not exists; however, if $\rho$ is total on $Q_{2}$, we have $\widetilde{p r e}[\rho] \subseteq \operatorname{pre}[\rho]$ and taking post $[\rho]$ opre $\left[R_{1}\right] \circ p r e[\rho]=\operatorname{pre}\left[R_{2}\right]$ defines
an acceptable abstraction of $S_{1}$. The least abstraction exists if $\rho$ is taken to be a total function. Then, $\widetilde{\operatorname{pre}}[\rho]=\operatorname{pre}[\rho]$ and post $[\rho] \circ \operatorname{pre}\left[R_{1}\right] \circ \operatorname{pre}[\rho]=\operatorname{pre}\left[R_{2}\right]$ :

We compute the abstraction of a program w.r.t. to a relation $\rho$ using symbolic representations for both the program and its abstraction.

Consider a program $S_{1}$ defined on a tuple of variables $\mathbf{X}=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ ranging on a domain $\mathrm{D}=D_{1} \times D_{2} \times \cdots \times D_{n}$, represented by guarded commands:

$$
\text { do }\left\{C_{1} \rightarrow \alpha_{1} \rrbracket \ldots C_{i} \rightarrow \alpha_{i} \rrbracket \ldots C_{k} \rightarrow \alpha_{k}\right\} \text { od }
$$

where the $C_{i}$ 's are predicates on $\mathbf{X}$ and the $\alpha_{i}$ 's are assignements defining functions of $[\mathbf{D} \rightarrow \mathbf{D}]$.

Symbolically, sets of states of $S_{1}$ are represented by predicates on $\mathbf{X}$ and the transitions between these sets are given by the function pre $\left[R_{1}\right]$ which, for any predicate $P(\mathbf{X})$ (representing a set of states), is defined by:

$$
\operatorname{pre}\left[R_{1}\right](P(\mathbf{X}))=\bigvee_{i=1}^{k} C_{i} \wedge P\left[\alpha_{i}(\mathbf{X}) / \mathbf{X}\right]
$$

The abstraction $S_{2}$ is a program on a tuple of variables $\mathbf{Y}=\left(Y_{1}, Y_{2}, \ldots, Y_{m}\right)$ ranging on an abstract domain $\mathbf{D}^{\prime}=D_{1}^{\prime} \times D_{2}^{\prime} \times \cdots \times D_{m}^{\prime}$.

Given a relation $\rho$ between the domains $\mathbf{D}$ ans $\mathbf{D}^{\prime}$ expressed by a predicate on $\mathbf{X}$ and $Y$, the symbolic representation of $S_{2}$ is defined by :

$$
\operatorname{pre}\left[R_{2}\right]=\bigvee_{i=1}^{k} \operatorname{post}[\rho]\left(C_{i} \wedge \operatorname{pre}[\rho]\left(P\left[\alpha_{i}(\mathbf{X}) / \mathbf{X}\right]\right)\right)
$$

In [CGL92] a construction of a program abstraction is described. Given a system $S_{1}$ and a function $h$ from the domain of the program variables to an abstract domain, a system $S_{2}$ is constructed in such a manner that $h$ induces a homomorphism from $S_{1}$ to $S_{2}$. The notion of homomorphism corresponds in our approach to a $\langle\varphi, \psi\rangle$-simulation where $\varphi=\operatorname{post}[\rho]$ and $\psi=\widetilde{\operatorname{pre}}[\rho]$ for $\rho$ a total function and $\varphi$ and $\widetilde{\psi}$ are respectively consistent with the interpretation functions of the atomic propositions $\mathcal{I}$ and $\varphi \circ \mathcal{I}$. In that case, it is shown that the logic $\forall$ CTL* is preserved from $S_{2}$ to $S_{1}$. This result is generalized by the theorem 14 since $\square L_{\mu}$ is more expressive than $\forall$ CTL*.

Furthermore, the notion of exact homomorphism considered in this paper corresponds to a $<\varphi, \psi>$-bisimulation where $\varphi=\operatorname{post}[\rho]$ and $\psi=\widetilde{p r e}[\rho]$ for $\rho$ a total function, $\varphi$ and $\widetilde{\psi}$ are consistent respectively with the interpretation functions $\mathcal{I}$ and $\varphi \circ \mathcal{I}$. If $S_{1}$ and $S_{2}$ are related by an exact homomorphism, the logic CTL* is strongly preserved. This result is generalized by the theorem 18 since $L_{\mu}$ is more expressive than CTL* (notice that this theorem can be applied as $\rho$ is a total relation and this implies $I d_{Q_{1}} \subseteq p r e[\rho] \circ p o s t[\rho]$ and $\left.I d_{Q_{2}} \subseteq \operatorname{post}[\rho] \circ \operatorname{pre}[\rho]\right)$.

### 5.3 Example

The motion of a mobile on a grid is controlled so as to visit cyclically the points $C D A C D A . .$. Initially the mobile is within the rectangle defined by the points $(A, B, C, D)$.

The following program describes the mobile's motion where $C t r l$ is a control variable with domain $\{A, C, D\}$ recording the most recently visited point and $X, Y$ are its discrete coordinates with respective domains $\left[0, . ., X_{0}\right]$ and $\left[0, . ., Y_{0}\right]$.
do

$$
\begin{aligned}
& (\text { Ctrl }=A) \wedge\left(0 \leq X<X_{0}\right) \quad \rightarrow(X, Y, C t r l):=(X+1, Y, C t r l) \\
& \mid(C t r l=A) \wedge\left(0 \leq Y<Y_{0}\right) \quad \rightarrow(X, Y, C t r l):=(X, Y+1, C t r l) \\
& (C t r l=A) \wedge\left(X=X_{0}\right) \wedge\left(Y=Y_{0}\right) \rightarrow(X, Y, C t r l):=(X-1, Y, C) \\
& (C t r l=C) \wedge(X>0) \quad \rightarrow(X, Y, C t r l):=(X-1, Y, C t r l) \\
& \text { | }(C t r l=C) \wedge(X=0) \quad \rightarrow(X, Y, C t r l):=(X, Y-1, D) \\
& (C t r l=D) \wedge(Y>0) \quad \rightarrow(X, Y, C t r l):=(X, Y-1, C t r l) \\
& \mid(C t r l=D) \wedge(Y=0) \quad \rightarrow(X, Y, C t r l):=(X, Y, A)
\end{aligned}
$$

od
An abstraction of this system with two three-valued variables $h$ and $v$ of domains respectively $\left\{h_{0}, h_{1}, h_{2}\right\}$ and $\left\{v_{0}, v_{1}, v_{2}\right\}$, is defined via the relation $\rho$ :
$(X, Y, C t r l) \rho(h, v, C t r l)$ iff
$\left[\left(X=0 \wedge h=h_{0}\right) \vee\left(0<X<X_{0} \wedge h=h_{1}\right) \vee\left(X=X_{0} \wedge h=h_{2}\right)\right] \wedge$ $\left[\left(Y=0 \wedge v=v_{0}\right) \vee\left(0<Y<Y_{0} \wedge v=v_{1}\right) \vee\left(Y=Y_{0} \wedge v=v_{2}\right)\right]$


Fig. 2. Abstract mobile system
This abstraction is represented by the finite transition system given in figure 2. Consider the formula,

$$
\begin{aligned}
f= & \text { not }(C t r l=A) \text { to }(C t r l=D) \text { unless }(C t r l=C) \wedge \\
& \text { not }(C t r l=C) \text { to }(C t r l=A) \text { unless }(C t r l=D) \wedge \\
& \text { not }(C t r l=D) \text { to }(C t r l=C) \text { unless }(C t r l=A)
\end{aligned}
$$

where not $P_{1}$ to $P_{2}$ unless $P_{3}$ is an abbreviation of the $\square L_{\mu}$ formula $P_{1} \Rightarrow \nu X .\left(\neg P_{2} \wedge\left(P_{3} \vee \square X\right)\right)$.
It can be seen that the function $p r e[\rho]$ is consistent with the interpretation of the atomic propositions used in $f$ on the abstract mobile system. We verify that $f$ is true on the abstract system and by theorem 14, we deduce that it is true for the initial mobile system.

## 6 Conclusion

The paper studies property preserving transformations for reactive systems. A key idea is the use of $\langle\varphi, \psi\rangle$-simulations which are compatible with the standard notion of simulation (structure homomorphism) often used to define implementations. Furthermore, $\langle\varphi, \psi\rangle$-simulations induce abstract interpretations $\dot{a}$ la Cousot and this allows to apply an existing powerful theory for program analysis.

The theory is developed on transition systems but it can be trivially ex-
tended to labeled transition systems by requiring $\langle\varphi, \psi\rangle$-simulation of the corresponding labeled relations. Also this theory can be adapted so as to be applied to preorders and equivalences that can be expressed in terms of simulations or bisimulations by adopting some abstraction criterion. For instance, one can define a $<\varphi, \psi>$-observational equivalence by considering as models, labeled transition systems with silent actions and using the well-known fact that observational equivalence is strong bisimulation equivalence on a modified transition relation.

As a continuation of this work, we intend to focus on the applicability of the results for the verification of properties of reactive systems described as the composition of simple programs with guarded commands.
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## Appendix

We give hereafter the proofs of the theorems 14 and 15. These proofs are based on an induction argument using a well-founded ordering on $L_{\mu}$ formulas defined below. We suppose that the formulas are in positive normal form. Consider the binary relation defined for any formulas $f$ and $g$ by : $f \triangleright g$ if and only if either

- $f$ is a subformula of $g$ or
$-g=\mu X . h$ (resp. $g=\nu X . h$ ) and $\exists k \geq 0 . f=h^{k}[\perp / X]$ (resp. $f=h^{k}[T / X]$ ).
Now, we consider the order $\preceq$ defined as the transitive closure of the relation $\triangleright$.

Proof of Theorem 14 Let us prove the first part of the theorem．Consider an interpretation function $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2^{Q_{2}}\right]$ ．By lemma 4 ，it is sufficient to prove that for any formula $f$ in $\square L_{\mu}^{+}$and for any valuation $V$ ，we have
$\widetilde{\psi}\left(|f|_{s_{2}, x}(V)\right) \subseteq|f|_{s_{1}, \tilde{\psi} \circ x}(\widetilde{\psi}(V))$ ．The proof is by induction on the order $\preceq$ de－ fined above．To simplify the notations，we omit the valuation $V$ whenever it is not relevant in a proof．
$-\tilde{\psi}\left(|\perp|_{s_{2}, x}\right)=|\perp|_{s_{1}, \tilde{\psi} \circ I}$ and $\tilde{\psi}\left(|T|_{s_{2}, 工}\right)=|T|_{s_{1}, \tilde{\psi} \circ x}$ as $\tilde{\psi}(\emptyset)=\emptyset$ and $\tilde{\psi}\left(Q_{2}\right)=Q_{1}$ ．
$-\tilde{\psi}\left(|P|_{s_{2}, 工}\right)=|P|_{s_{1}, \tilde{\psi} \circ x}$ by definition of the interpretation function．
$-\widetilde{\psi}\left(\left|X_{j}\right|_{s_{2}, z}(V)\right)=\widetilde{\psi}\left(V_{j}\right)=\left|X_{j}\right|_{s_{1}, \tilde{\psi} \circ \tau}(\widetilde{\psi}(V))$
$-\tilde{\psi}\left(|\square f|_{s_{2}, z}\right)=\tilde{\psi} \circ \widetilde{p r e}\left[R_{2}\right]\left(|f|_{s_{2}, z}\right)$ since $\tilde{\psi}$ is monotonic and by definition of the interpretation function．The dual of the $\langle\varphi, \psi\rangle$－simulation condition is $\widetilde{p r e}\left[R_{2}\right] \subseteq \widetilde{\varphi} \circ \widetilde{p r e}\left[R_{1}\right] \circ \widetilde{\psi}$ ．We get，$\widetilde{\psi}\left(|\square f|_{s_{2}, x}\right) \subseteq \widetilde{\psi} \circ \widetilde{\varphi} \circ \widetilde{p r e}\left[R_{1}\right] \circ \widetilde{\psi}\left(|f|_{s_{2}, 工}\right)$ ． As $\tilde{\psi} \circ \widetilde{\varphi} \subseteq I d_{Q_{1}}$ ，we obtain $\widetilde{\psi}\left(|\square f|_{s_{2}, x}\right) \subseteq \widetilde{\operatorname{pre}}\left[R_{1}\right] \circ \widetilde{\psi}\left(|f|_{s_{2}, x}\right)$ ．By induction hypothesis，we have $\widetilde{\psi}\left(|f|_{s_{2}, \tau}\right) \subseteq|f|_{s_{1}, \tilde{\psi} \circ \tau}$ ．Thus，we have $\widetilde{\psi}\left(|\square f|_{s_{2}, 工}\right) \subseteq \widetilde{p r e}\left[R_{1}\right]\left(|f|_{s_{1}, \tilde{\psi} \circ x}\right)$ equivalent to $\widetilde{\psi}\left(|\square f|_{s_{2}, x}\right) \subseteq|\square f|_{s_{1}, \tilde{\psi} \circ x}$.
$-\widetilde{\psi}\left(\left|f_{1} \vee f_{2}\right|_{s_{2}, 工}\right)=\widetilde{\psi}\left(\left|f_{1}\right|_{s_{2}, x} \cup\left|f_{2}\right|_{s_{2}, x}\right)$ by definition of the interpretation function．As $\underset{\sim}{\psi}$ is distributive with respect to $U$ ，we have $\tilde{\psi}\left(\left|f_{1} \vee f_{2}\right|_{s_{2}, x}\right)=$ $\widetilde{\psi}\left(\left|f_{1}\right|_{s_{2}, z}\right) \cup \widetilde{\psi}\left(\left|f_{2}\right|_{s_{2}, 工}\right)$ ．By induction hypothesis，we obtain $\tilde{\psi}\left(\left|f_{1} \vee f_{2}\right|_{s_{2}, x}\right) \subseteq\left|f_{1}\right|_{s_{1}, \tilde{\phi} \circ x} \cup\left|f_{2}\right|_{s_{1}, \tilde{\psi} \circ \tau}=\left|f_{1} \vee f_{2}\right|_{s_{1}, \tilde{\psi} \circ x}$.
$-\tilde{\psi}\left(\left|f_{1} \wedge f_{2}\right|_{s_{2}, 工}\right) \subseteq \tilde{\psi}\left(\left|f_{1}\right|_{s_{2}, x}\right) \cap \tilde{\psi}\left(\left|f_{2}\right|_{s_{2}, x}\right)$ and $\widetilde{\psi}\left(\left|f_{1}\right|_{s_{2}, \tau}\right) \cap \widetilde{\psi}\left(\left|f_{2}\right|_{s_{2}, x}\right)=\left|f_{1}\right|_{s_{1}, \tilde{\psi} \circ x} \cap\left|f_{2}\right|_{s_{1}, \tilde{\psi} \circ x}=\left|f_{1} \wedge f_{2}\right|_{s_{1}, \widetilde{\psi} \circ x}$.
－The proof for $\mu X . f$ and $\nu X . f$ is based on the fact that，since the formulas can be interpreted as continuous functions on sets of states we have $|\mu X . f|_{s_{2}, z}=$ $\bigcup_{k \geq 0}\left|f^{k}\right|_{s_{2}, x}(\emptyset)$ and $|\nu X . f|_{s_{2}, x}=\bigcap_{k \geq 0}\left|f^{k}\right|_{s_{2}, x}\left(Q_{2}\right), \tilde{\psi}(\emptyset)=\emptyset, \tilde{\psi}\left(Q_{2}\right)=Q_{1}$ ， $\widetilde{\psi}$ is monotonic and that the formulas $f^{k}[\perp / X]$ and $f^{k}[T / X]$ are strictly inferior w．r．t．$\preceq$ to $\mu X . f$ and $\nu X$ ．f respectively．

Now，if $\tilde{\psi}$ is consistent with $\mathcal{I}$ ，it is straightforward to deduce that $\widetilde{\psi}\left(|\neg P|_{s_{2}, x}\right) \subseteq|\neg P|_{s_{1}, \tilde{\psi} 0 I}$.

Proof of Theorem 15 Similar to the proof of theorem 14.
The semi－commutativity with the $\diamond$ operator is proved in the following manner． Let $\mathcal{I} \in\left[\mathcal{P} \rightarrow 2^{Q_{1}}\right]$ ．By definition of the interpretation function of the formulas，we have $\varphi\left(|\diamond f|_{s_{1}, x}\right)=\varphi \circ$ pre $\left[R_{1}\right]\left(|f|_{s_{1}, x}\right)$ ．As $I d_{Q_{1}} \subseteq \psi \circ \varphi$ ，we get $\varphi\left(|\diamond f|_{s_{1}, 工}\right) \subseteq$ $\varphi \circ p r e\left[R_{1}\right] \circ \psi \circ \varphi\left(|f|_{S_{1}, x}\right)$ ．Since $\langle\varphi, \psi\rangle$ is a simulation，$\varphi \circ p r e\left[R_{1}\right] \circ \psi \subseteq p r e\left[R_{2}\right]$ ． Thus，we get $\varphi\left(|\diamond f|_{s_{1}, 工}\right) \subseteq \operatorname{pre}\left[R_{2}\right] \circ \varphi\left(|f|_{s_{1}, x}\right)$ ．Furthermore，by induction hy－ pothesis，$\varphi\left(|f|_{s_{1}, x}\right) \subseteq|f|_{s_{2}, ष \circ I}$ ．Thus，we have $\varphi\left(|\diamond f|_{s_{1}, x}\right) \subseteq \operatorname{pre}\left[R_{2}\right]\left(|f|_{s_{2}, \varphi \circ x}\right)=|\diamond f|_{s_{2}, \varphi \circ \pi}$.


[^0]:    * This work was partially supported by ESPRIT Basic Research Action "SPEC"

