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Foreword

The articles in this volume are revised versions of some of the papers pre-
sented at the Fifth Workshop on Languages and Compilers for Parallel Com-
puting that took place in August, 1992 at Yale University in New Haven.
The previous workshops in this series were held in Santa Clara (1991), Irvine
(1990), Urbana (1989) and Ithaca (1988). We strove as in previous years
for a reasonable cross-section of some of the best work in the field, and the
papers in this volume show that we succeeded fairly well.

Thanks are due to many people for making the workshop and this volume
a success: above all to Chris Hatchell, who provided the organizational and
administrative glue that held the whole enterprise together. It’s striking
how little computers can achieve when all is said and done, and how much
everything comes down (as it always has) to the right people working hard.

Utpal Banerjee
David Gelernter
Alex Nicolau
David Padua
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