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Abs t rac t .  In this paper, we study modular aspects of hierarchical and 
super hierarchical combinations of term rewriting systems. In particular, 
a sufficient condition for modularity of semi-completeness of hierarchi- 
cal and super hierarchical combinations is proposed. We first establish 
modularity of weak normalization for this class (defined by the sufficient 
condition) and modularity of semi-completeness for a class of crosswise 
independent unions. From these results, we obtain modularity of semi- 
completeness for a class of hierarchical and super hierarchical combina- 
tions. Our results generalize the semi-completeness results of Ohlebusch 
[14] and Middeldorp and Toyama [13]. The notion of crosswise indepen- 
dent unions is a generalization of both constructor sharing unions as well 
as Plump's crosswise disjoint unions. 

1 I n t r o d u c t i o n  

In the last few decades, term rewriting systems (TRS, for short) have played 
a fundamental  role in the analysis and implementation of abstract data  type 
specifications, decidability of word problems, theorem proving, computabil i ty 
theory, design of functional programming languages (e.g. Miranda), integration 
of functional programming and logic programming paradigms, etc. The study 
of properties which are preserved under combinations of term rewriting systems 
(called modular properties) is of both theoretical and practical importance. In 
particular, the modulari ty results facilitate (i) incrementality in the synthesis of 
systems and (ii) divide-and-conquer approach in the analysis of systems. One of 
the important  properties of TRSs is semi-completeness (confluence + weak nor- 
malization). This property is very useful in establishing consistency of equality 
theories. In this paper, we study modulari ty of semi-completeness. 

Starting with a seminal paper [18] by Toyama, modulari ty has been receiving 
a lot of attention in the last ten years. Since none of the interesting properties are 
modular under arbitrary combinations, a start is made by considering unions of 

* Some of the details were worked out during the author's stay at Max-Planck- 
Institut fiir Informatik, Saarbr/icken. 
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TRSs with disjoint alphabets (such unions are called direct-sums). After a good 
number of results were obtained (in among others, [18, 16, 11, 9]), researchers 
(see a.o. [10, 13, 4, 14]) considered unions of systems sharing constructor symbols 
- -  a function symbol is a constructor in a given TaS if it does not occur at the 
outermost level in the left-hand side of any rewrite rule in the system; otherwise it 
is called a defined symbol. Very recently, more practical unions called hierarchical 
combinations - -  where one system is allowed to use defined symbols of the other 
system as constructors (or built-ins) - -  are considered in [6, 7, 2]. See [12] for a 
comprehensive study of modularity results for direct-sums and (extended version 
of) [6] for a brief survey of the very recent results. 

The following diagram gives the pictorial view of direct-sums, constructor 
sharing systems and hierarchical combinations. The sets of defined and con- 
structor symbols of 7Q are denoteed by Di and Ci respectively. 

(a) Direct sum (b) Sharing Constructors 

Q 

45 
(c) Hierarchical Combination 

In this paper, we deal with modular aspects of hierarchical combinations 
(in fact, a larger class called super hierarchical combinations), in particular 
semi-completeness. A TRS is semi-complete if it is both weakly-normalizing and 
confluent. It 's known that  confluence is not modular even for constructor shar- 
ing systems. Recently, Ohlebusch [14] established that  confluence is modular 
for constructor sharing systems provided the constituent systems are weakly- 
normalizing. Since weak-normalization is known to be modular for construc- 
tor sharing systems, this amounts to showing modularity of semi-completeness 
for constructor sharing systems. However, neither semi-completeness nor weak- 
normalization is modular for hierarchical combinations. In this paper, we propose 
a set of sufficient conditions for modularity of semi-completeness of hierarchical 
combinations. It may be noted that techniques of neither [14] nor [6, 7, 2] are 
applicable in establishing our results. 

We first establish modularity of weak normalization for a class of super hi- 
erarchical combinations by giving an algorithm to find a normal form of a given 
term. This algorithm is described by a strongly normalizing relation, called - ~ .  
It is shown that  ---~a is confluent if the two component systems are semi-complete. 
Then, we establish modularity of semi-completeness for a class of crosswise inde- 
pendent unions. From these results, we obtain modularity of semi-completeness 
for a class of hierarchical and super hierarchical combinations using Staples' 
lemma. 
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The rest of the paper is organized as follows. The next section gives prelimi- 
nary definitions and results needed later. In section 3, some classes of hierarchi- 
cal and super hierarchical combinations (nice-extensions and nice-extensions*) 
are defined. Section 4 establishes modulari ty of weak normalization for nice 
extensions*. Using this result and Staples lemma, modulari ty of semi-completeness 
for a class of nice extensions* is established in section 5. Section 6 discusses some 
extensions of these results which are omitted due to space restrictions. Section 
7 concludes with a summary. 

2 P r e l i m i n a r i e s  

We assume that  the reader is familiar with the basic terminology of term rewrit- 
ing systems and give definitions only when they are required. The notations not 
defined in the paper can be found in Dershowitz and :louannaud [1], Klop [5] or 
Middeldorp [12]. 

D e f i n i t i o n  1 (critical pairs) 
Let 11 ~ rl  and 12 --+ r2 be renamed versions of rewrite rules of a TRS ~ such 
that  they have no variables in common. Suppose lllp is not a variable for some 
position p and lllp unifies with 12 through a most general unifier a. The paw of 
terms (ll[r2]pcr, rlcr) is called a critical pair of Tr If 11 ---+ rl  and 12 ---* r2 are 
renamed versions of the same rewrite rule, we do not consider the case p = e. 
A critical pair (/l[r2]pcr, rlcr) with p = c is called an overlay and a critical pair 
(s, t / is trivial if s = t. 

In the following, q-(~, X) denotes the set of terms constructed from set of 
function symbols 9 c and set of variables X, and F(t) denotes the set of function 
symbols occurring in term t. root(t) = f i f t  --- f ( s l , . . . , s n ) ,  and root(t) = t 
i f t  E X .  

D e f i n i t i o n  2 The set DTz of defined symbols of a Tt~S "]-~(.~, R) is defined as 
{root(l) l l  --~ r C R} and the set C7~ of constructor symbols of 7~(~, R) is 
defined as ~" - Dn .  

XYe need the following definitions and lemmas in the sequel. 

D e f i n i t i o n  3 The dependency relation of was T~(D, C, R) is defined as: 

1. We say that  a defined symbol f C D directly depends on defined symbol 
g E D (denoted as f ~ d  g) if there is a rewrite rule 1 --~ r E R such that  
f =_ , oot(l) and g r ( r ) .  

2. The dependency relation of 7~ is the transitive reflexive closure of "-~d. 
We say that  h depends on f if h --+~ f .  

3. The set of symbols depending on a set of symbols S is defined as { f  I f ---*~ g 
and g E S}. 
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T h e  following fundamental  result due to Staples is very useful in establishing 
confluence (and hence semi-completeness) of relations. 

D e f i n i t i o n  4 (Staples [17]) 
Let S be a set and ---~a and ---~b be two binary relations on S. We say tha t  the 
relation ---% is a refinement of the relation -'*a if "-+a C --~.  A refinement ---% of 
---+a is a compatible refinement of --% ifVs, t , u  E S 3v E S (s ---% t ---** u 
u --+*~ v ~z s ~*~ v). 

L e m m a  1 (Staples [17]) 
Let S be a set and --+a and ~ b  be two binary relations on S such that  ---~b 
is a compatible refinement of ---~a. Then, --'*a is confluent zf and only if---+b is 
confluent. 

When --+a is confluent, the following l emma  exploiting this fact is useful. 

L e m m a  2 Let S be a set and ---~a and ---~b be two binary relations on S such 
that  ---+b is a refinement of "-+a and - -~ is confluent. Then, --+b is a compat ible  
refinement of--+~ ifVs, t E S 3u E S (s ---~b t ~ s -'-~*a u & t "--~*a u). 

3 Hierarchical  and Super-h ierarch ica l  C o m b i n a t i o n s  

In this section, we define a class (called, nice-extensions) of hierarchical com- 
binations for which modular i ty  of weak-normalization and semi-completeness 
properties is studied in later sections. The term nice-extension was first intro- 
duced by Krishna Rao [6] where modular i ty  of completeness was established. In 
[7], Krishna Rao proved modular i ty  of simple termination for a very similar (but 
slightly different) class of hierarchical combination using techniques very differ- 
ent from those of [6]. This lead to some confusion about  nice-extensions. One of 
the contributions of this section is to clarify this confusion and give a definition 
of nice-extensions which includes both the classes considered in [6] and [7]. Be- 
fore defining this class, we show that  weak-normalization and semi-completeness 
are not modular  for hierarchical combinations in general. 

E x a m p l e  1 It is easy to see that the following two systems 7~0 and Tr are complete 
and hence both weakly-normalizing and semi-complete. 

7~o : f(x)-~x T~1 : g(y)-~f(y) 
h(a) -~ h(g(a)) 

To wit, the combined system is not weakly-normalizing (and hence not semi-complete). 
The term h(a) has no normal forn/with respect to the combined system - -  note the 
cyclic derivation: 
h(a) ~ 1  h(g(a)) ~ 1  h(~(a)) ~ 0  h(a)... [] 



383 

In the above example, the combined system is confluent. This might give an 
impression that  confluence is modular for hierarchical combinations. However, it 
is not the case even for constructor sharing systems as pointed out by Kurihara 
and Ohuchi [10]. 

E x a m p l e  2 The following two systems with a shared constructor, h, are confluent. 

~0 : f ( x , x ) ~ a  76~ : g--*h(g) 
~(x, h(x))  -~ b 

But 76o LA 761 is not confluent; f(g, g) has two different normal forms, a and b. [] 

For discussions in the sequel, it is convenient to classify defined symbols in 
D1 into two sets (i) D ~ = { f I f E O1 and f --+* D0 } consisting of function d 
symbols depending on Do and (it) DI = D1 - D O consisting of function symbols 
not depending on Do. 

The following definition characterizes the class of hierarchical combinations 
we are interested in. 

term rewriting system 

D e f i n i t i o n  5 A term rewriting system TQ(D1,C1, R1) is a nice-extension of 
another system Td0(D0, Co, R0) if the following conditions are satisfied: 

1. Do FI D1 = Co A D1 = r (i.e., 7~0 U 7~1 is a hierarchical combination). 

2. Each rewrite rule l --, r E 7Q satisfies the following condition: 
(HI): For every subterm s of r, if root(s) E D ~ then s contains no function 
symbol depending on Do except at the outermost level (of s). 

The  second (and the main) condition essentially says that  nesting of defined 
symbols from D o is not allowed in the right-hand side terms of rules and no 
symbol from Do occurs below D~ 

E x a m p l e  3 The following system 76~ is a nice-extension of 7Z0. 

760: add(0, ~)-~ ~ 76~: mult(0, x) -~  0 
add(S(x), y) --+ S(add(x, y)) mult(S(x), y)--+ add(y,mult(x, y)) 

3.1 S u p e r - h i e r a r c h i c a l  C o m b i n a t i o n s  

In hierarchical combinations, defined symbols of 7~1 are not allowed to occur in 
7~0. In a few (very rare) situations, it may not be possible to divide a system 
into two subsystems 7~0 and 7~, such that  the combination is hierarchical, but 
it might be possible to divide that  system into two subsystems 7~0 and "R1 such 
that  the defined symbols of 7~0 do not depend on the defined symbols of 7~1. 
Basically, the defined symbols of 7~1 are allowed to occur in the left-hand side 
(but not in the right-hand side) terms of T~0 and defined symbols of ~0  can 
occur in both the left and the right-hand side terms of 7Q. Such combinations 
are called super-hierarchical combinations. It may be noted that  such a situation 
can occur with TRSs generated by completion procedures. 
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Def in i t i on  6 A term rewriting system 7~1(D1, C1, R1) is a nice-extension* of 
another system 7~0 (Do, Co, R0) if condition (H1) of definition 5 and the following 
condition are satisfied (here, ---*~ is the dependency relation of the combined 
system): 

Vf E Do, Vg E D1, f 7z*~ g (i.e., 7~0 to 7~1 is a super-hier, combination). 

N o t a t i o n :  Until further notice, we deal with nice-extensions*. We denote the 
set of constructors (Co to C1) - (Do to D1) of the combined system by Constr. Ti 
denotes 7"(Di U Constr, X)  and Ci denotes the set of contexts of Di tO Constr, 
i.e., terms in T(Di to Constr tO {[]}, X). By C~, we denote the set of contexts of 
Constr tO Do tO D~. 

The following lemma characterizes the rewrite rules in nice-extensions*. 

L e m m a  3 IfTQ is a nice-extension* of Tto then for each rule l --+ r E T~I, r is 
of the form C[tl,...,t,~], where C E C~, root(t~) E D o and ti E 7-1, 1 < i < n 
(n > 0). Further, no proper subterm ofti contains any function symbol depending 
on Do. 

Proof: Follows from the condition (H1) of Definition 5. [] 

4 W e a k  N o r m a l i z a t i o n  

In this section, we establish modularity of weak normalization (WN)proper ty  
for nice-extensions*. We basically have to show that  every term has a normal 
form with respect to the combined system. We do more than required by giving 
an algorithm to compute a normal form of any given term. This algorithm is 
described by the following relation ~ a  on terms. In the following, we assume 
that  7~0 and Tr are weakly normalizing (WN). 

De f in i t i on  7 The relation --*a on terms is defined as follows: 

C[s]-~o C[t] 

if (i) s is an innermost redex in C[s] and (ii) t is a normal form of s w.r.t. 7Q 
if root(s) E Di. 

We show that  this relation gives an effective algorithm by establishing strong 
normalization (termination) o f - ~ .  Towards this purpose, we need the following 
lemmas. 

L e m m a  4 If 7r is a nice-extension* of 7r and t is a term such that no subterm 
(say, s) of t with root(s) E D1 is reducible by 7r U T~I, then any normal form 
of t  with respect to T~o is also a normal form oft  with respect to Tto UT~l. 

Proof : Follows from the fact that  the defined symbols of ~1 do not occur in the 
right-hand side terms of 7r [] 

The above lemma is useful in establishing that normalization of an innermost 
redex w.r.t. TO0 decreases the depth of innermost redexes. The following two 
lemmas are useful in establishing that normalization of an innermost redex w.r.t. 
Tr decreases the depth of innermost reducible terms with root in D ~ 
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L e m m a  5 I f  7r is a nice-extension* of 7r and t is a te rm of the form C [ t l , . . . ,  t,~], 
C E C~, root(ti) E D o such that  no proper subterm (say, s) of ti, 1 < i < n 
with root(s) E (Do U D  ~ is reducible by TO0 U7r and t ::VTr t ' ,  then t' is of the 
form C ' [ s l , . . . ,  s,~], C' E C~, root(s~) E D o such that no proper subterm (say, 
s) of sl, 1 < i < m with root(s) E (Do U D ~ is reducible by Tlo UTll .  

Proof :  Let I --~ r be the rewrite rule applied in t ::~7~1 t '  and cr be the applied 
matching substitution. There are two cases. 

C a s e  (a) :  root(1) E D~. There are two subcases. (1) the reduction took 
place in C. By definition, no function symbol in D o occurs in r and hence, t '  
is of the form C'[s l , . . . , sm] ,  C' E Clo, root(si) E D o such tha t  each si is a 
subterm of some tj .  The l emma  holds. (2) the reduction took place in some 
ti and t' =_ C [ t l , . . . , t i - l , t ~ , t i + l , . . . , t ~ ] .  Let ti be of the form Ct[u l , . . . , um]  
such tha t  root(uj) E (Do U D ~ and no symbol from (n0 U D ~ occurs in C1 
except at the root. By hypothesis, each uk is irreducible. Since no function 
symbol  from (Do U D ~ occurs in r, t~ is of the form C~[sl , . . . ,  Srn'] such tha t  
root(sj) E (Do U D ~ and no symbol  from (Do U D ~ occurs in C~ except at the 
root. Further, each sj is a subterm of some uk and hence irreducible and the 
l e m m a  holds. 

C a s e  (h) :  root(l) E D ~ In this case, the reduction should take place at 
the root of some ti. I t  follows from l emma 3 and irreducibility of proper sub- 
terms (with root in (Do tO DO)) of ti that  r~  is of the form C ' [ u l , . . . ,  urn], 
C' E C 1, root(ui) E D o such that  no proper subterm (say, s) of ui, 1 < i < m 
with root(s) E (Do U D ~ is reducible by 7~0 U 7~1. It  is easy to see tha t  t '  -- 

I ]  C [ t t , . . . , t i - l , r a ,  t i+ l , ' " , t~]  can be written as C [ s l , . . . , s , ~ + ~ - l ] ,  C "  E C~, 
root(si) E D~ such that  no proper subterm (say, s) of si, 1 < i < m + n - 1 
with root(s) E (Do U D ~ is reducible by n o  U Tr [] 

The following l emma  about  normal  forms easily follows from this lemma.  

L e m m a  6 If  Tr is a nice-extension* of 7r and t is a te rm of the form C[ t l , . . . ,  t,~], 
C E Clo, root(ti) E D O such that  no proper subterm (say, s) of ti, 1 <_ i <_ n 
with root(s) E (Do U D ~ is reducible by TO0 U ~~1 and t '  is a normal  form of t 
with respect to nl,  then t' is of the form C ' [ s l , . . . ,  s,~], C' E C~, root(si) E D o 
such that each sl, 1 < i < m zs wreducible by 7-lo UTtt.  

Now, we are in a position to establish strong normalization of -+~. 

T h e o r e m  1 IfT~l is a nice-extension* of Tto and -+a is the relation defined 
above, then -+a is strongly normalizing. 

Proof : We basically prove this using a terminat ing function f .  For any given te rm 
t, f ( t )  is an ordered pair (f l( t) ,  f2(t)), where f l  and f2 are defined as follows: 
f l ( t )  is the set {p[root(tlp ) E D ~ tip is reducible and no proper subterm s of 
tip with root(s) E D o is reducible} of deepest reducible D~ in t and 
f2(t) is the set of innermost redex positions. It  may  be noted tha t  p need not be 
a redex position but tic is reducible. 
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We use the lexicographic ordering -< induced by two ordering "<1 and -<2 on 
the two components as the well-founded ordering. The orderings "<1 and -<2 are 
multiset orderings induced by the prefix ordering over positions. 

To establish strong normalization of --~a, it is enough to show that  f ( t )  >- 
f ( t ' )  whenever t --~a t'. Now consider t - C[u! --+a C[v] - t' such that  u is the 
innermost redex normalized to v. There are two cases: (a) root(u) C Do and (b) 
root(u) E D1. 

In case (a), it 's obvious that  f~(t) >-2 f2(t') as v is a normal form of the 
combined system by lemma 4. Let p be the nearest D 0 position above u in C[u]. 
By definition, p is in f l ( t ) .  It 's easy to see that  no position below p can occur in 
f l ( t ' )  and in fact p itself may not be there in f~(t') - -  tip may not be reducible. 

This clearly shows f ( t )  ~- f( t ' ) .  

In case (b) there are two subcases: (i) root(u) E D o and (ii) root(u) E n~.  
In subcase (i) it 's obvious that  f l ( t )  ~1 f l ( t ' )  by lemma 6. In subcase (ii), v 
is also a normal form of 7~0 as D~ symbols do not depend on Do and hence 
f2(t) ~2 f2(t~). Further, f l ( t )  ~1 f l ( t  ~) as in case(a). Hence, f ( t )  >- f(t~). [] 

From this lemma, it follows that  weak normalization (WN) is modular for 
the class of nice-extensions*. 

T h e o r e m  2 Let 7~o and TQ be two TRSs such that ~1 ~s a nice-extension* of 
T~o. Then, the combined system Tto UT~I is weakly normalizing (WN) ifTlo and 
T~I are weakly normalizing (WN). 

In general, weak normalization (WN) is not modular  for hierarchical combi- 
nations as demonstrated by Example 1. 

5 S e m i - c o m p l e t e n e s s  

In this section, we study modulari ty of semi-completeness for nice-extensions*. 
Unlike weak normalization, semi-completeness is not modular for the whole class 
of nice-extensions* as shown by the following counterexample. 

E x a m p l e  4 The following systems are semi-complete and 7tl is a nice-extension* of 

7t0. 

7to : g(x, y) --, y 7t1: ~(g(x, y))-,  

However, 9to tJTta is not semi-complete as the term f(g(x, y)) has two different normal 
forms x and f(y). 12] 

In the following, we give a class of nicc-extcnsions* for which semi-completeness 
is modular.  Since weak normalization (WN) is shown to be modular for nice- 
extensions*, it is enough to show that  the combined system is confluent whenever 
the two components are semi-complete. We establish this using Staples' lemma 
by establishing that  the rewrite relation of the combined system is a compatible 
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refinement of--% and --~a is confluent. In the rest of this section, we assume tha t  
7~0 and 7~1 are semi-complete.  

The  following theorem establishes that  --*a is confluent for semi-complete 
systems. 

T h e o r e m  3 The above relation -"~a is confluent ifT~o and T~I are semi-complete. 

Proof  : Since ---~ is strongly normalizing by theorem 1, it is enough to show that  
--~a is locally confluent. Let u, v, w be terms such that  u --*a v and u - ~  w. We 
have to show that  v and w are joinable by ~ a .  By the definition of --*~, the 
two reductions must  take place either (i) at two disjoint positions or (ii) at one 
position. In case (i) joinabili ty is obvious and in case (ii) semi-completeness of 
7~0 and ~'~1 implies that  v - w. Therefore, -+a is confluent. [] 

In establishing that  the rewrite relation of the combined system is a com- 
patible refinement of --+a, it is useful to first establish modular i ty  of semi- 
completeness for a smaller class of combinations. 

5.1 S e m i - c o m p l e t e n e s s  o f  c r o s s w i s e  i n d e p e n d e n t  u n i o n s  

In this section, we s tudy modular i ty  of semi-completeness for crosswise indepen- 
dent unions. The notion of crosswise independent unions is a generalization of 
constructor sharing unions and P lump ' s  crosswise disjoint unions [15]. 

D e f i n i t i o n  8 We say that  two TRSs Tto(Do,Co, Ro) and TQ(D1,C1,R1)  are 
crosswise independent if fi 74"d f l - i  for each fi 6 Di and f l - i  E D l - i ,  where 
i 6 {0, 1}. We say that  7~0 U ~ I  is a crosswise independent union ifT~0 and T~I 
are crosswise independent. 

Now, we establish that  the rewrite relation of the crosswise independent union 
is a compat ible  refinement of -+a for the following class of systems. 

T h e o r e m  4 Let 7~0 and ~r~ 1 be two crosswise independent semi-complete T R S s  

such that  

i f l  -+ r 6 7~, and s is a subterm of l with root(s). C D l - i  then no 
nonvariable subterm of s unifies with the left-hand side term of any rule 
in ~0  U 7~1. 

Then, the rewrite relation ~ o  U ~7r (denoted by ---+b henceforlh) of the com- 
bined system is a compatible refinement of the relation --~a defined above. 

Proof:  Consider a reduction s ---- C[lcr] --+b C[r~r] -- t. To prove tha t  "-~b is a 
compatible refinement of -+a, we 'have to show that  s and t are joinable by - -~.  

* * U ) .  That ' s ,  3u (s - %  u and t --+a 

Let ~r' be the irreducible substi tution obtained from a by reducing the terms 
in its range to normal  forms with respect to - % .  Since - %  is confluent and 

s '  C[I~'] and strongly normalizing, ~' is unique. It is obvious that  s ---~ -- 
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t - -~  t '  = C[rc~']. Without  any loss of generality assume that  l ~ r E TO0. Now, 
let v be the normal  form of re /  with respect to TO0. Since D0-symbols do not 
depend on D1, it follows that  no rule from Tr is applicable on rcr' or on any 
term derived from rcrq Therefore, rc ~1 ---+* v (every t ime we reduce an innermost 
redex to its normal  form w.r.t. TO0). By semi-completeness of TO0 it follows that  
v is the normal  form of lo-' as well and hence la' o *  no v. Since T/0 and T/1 satisfy 
the above condition, each subterm s of lc~' with root(s) E D1 is a normal  form. 
Again due to crosswise independence, no rule of Tr is applicable on any term 
derived from lc~' and hence la '  ---** v. Therefore, ~ b  is a compatible  refinement 

* t '  C [ r o - ' ]  * c [ v ]  - u .  * s' C[lcr'] * C[v ] - -uand t - -*~  - [] of ""~a a s  8 ""+a ---- ""+a "-'+a 

The modular i ty  of semi-completeness follows from the above theorem and 
Staples '  lemma.  

T h e o r e m  5 Let T~0 and 7~1 be two crosswise independent semi-complete TaSs 
such that  

i f /  --~ r E 7~i and s is a subterm o f l  with root(s) E D t - i  then no 
nonvariable subterm of s unifies with the left-hand side of any rule in 
TO0 U Tel. 

Then, 7~0 U Tr is semi-complete too. 

Proof: Confluence of TO0 U T~l follows from the above theorem and Staples '  
lemma. Weak normalization of 7~0 U Tr follows from theorem 1. [] 

This theorem is a generalization Ohlebusch's result (eft [14]) on the modu- 
larity of semi-completeness for constructor sharing systems as the constructor 
sharing systems (i) are clearly crosswise independent and (ii) since D~ symbols 
do not occur in Tel- i ,  the above condition is vacuously satisfied. 

5.2 S e m l - c o m p l e t e n e s s  o f  n l c e - e x t e n s i o n s *  

T h e o r e m  6 Let TO0 and 7~t be two semi-complete TRS such that  

1. 7r is a nice-extension* of 7~0, 

2. if I ---* r E 7~ and s is a subterm o f / w i t h  root(s) E Dl - i  then no nonvariable 
subterm of s unifies with the left-hand side of any rule in 7~0 U 7-r and 

3. if I ~ r E 7r and root(I) G D o then all the critical pairs involving this rule 
are overlays. 

Then, the rewrite relation ~ n o  U ~Tr (denoted by -"*b henceforth) of the com- 
bined system is a compatible refinement of the relation --'+a defined in the previous 
section. 

Proof: Consider a reduction s =_ C[la] --*b C[ra] - t. We have to show that  
Su (s ---+*a u and t ---~a* u). Let Or' be the irreducible substi tut ion obtained from 
(r by reducing the terms in its range to normal  forms with respect to ---~a. Since 
---+a is confluent and strongly normalizing, a '  is unique. I t  is obvious that  s ---~* 
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s' =_ C[la'] and t --+~ t '  - C[rc~']. Now, we have two cases: (i) l ---+ r E 7~0 and 
( i i )  l ~ r E TC1. 

C a s e  ( i ) .  Let  v be the n o r m a l  fo rm of l~ '  wi th  respect  to TC0. By semi- 
comple teness  of  TC0 it follows tha t  v is the n o r m a l  fo rm of r a '  as well. By con- 
di t ion 2, every s u b t e r m  s of  lcr' wi th  root (s )  E D1 is irreducible.  Fur ther ,  since 
D0-symbol s  do not  depend on D1, it follows tha t  no rule f rom TC1 is appl ica-  
ble on any t e r m  derived f rom lo-'. Therefore ,  la'  --+* v and to" --** v. Hence, a 

s --** s' - C[la'] --+* C[v] - u and t --+* t' - C[rc~'] -+* C[v] - u. a a a a 

C a s e  ( i i ) .  Let v be the no rma l  fo rm of la '  with respect  to TC1. By semi- 
comple teness  of  TC1 it follows tha t  v is the no rma l  fo rm of r a '  as well. There  are 
two subcases:  (a) root(1) e D 1 and (b) root ( l )  �9 D ~ By condi t ions 2 and 3 of  
the  theorem,  in case (a) it follows tha t  no rule l' --* r '  wi th  root ( l ' )  �9 ( D o U D  ~ is 
appl icable  on Ic~'. Since D~-symbols  do not  depend on (Do U D ~ these rules are 
not  appl icable  on any t e r m  derived f rom hr ' .  Therefore ,  l a '  --% v and r~r' --% v. 

* t '  - C [ v ]  - u .  * s' =- C[Icr'] * C[v] - u and t --% a Hence, s - %  - %  

In subcase  (b), by condit ions 2 and 3, it follows tha t  hr '  is an inne rmos t  
redex and hence l~ '  --~a v. By l e m m a  3, r is of  the fo rm C ' [ s l , . . . ,  s,~], C '  �9 
C~, roo t ( s i )  �9 D o and no proper  s u b t e r m  of s, has root  in (D o U Do). Therefore ,  
~ 0  is not  appl icable  on any  proper  sub te rm of sick' or on any t e r m  derived f rom 
a p roper  s u b t e r m  ofs icr  t. Hence it follows tha t  sicr' --+*~ ti ,  where ti is the n o r m a l  
fo rm of s i a '  w.r. t .  ~ 1  (in s la '  --+*a t i ,  every t ime  we normal ize  an inne rmos t  redex 
w.r.t. T~I). By l e m m a 6 ,  ti is of  the fo rm Ci[t i l ,  " " , t ik.],  C, �9 C 1 , roo t (Q , )  �9 O ~ 
and t i j  is a n o r m a l  fo rm ofTC0 U ~ I .  By reducing each s i~ '  to t i ,  we get rc~' --+* 
C'[ t l ,  .',t~] - v' and r a  t =~* v t. By semi-comple teness  of  TC1, it follows 

" "  T ~ . I  

t ha t  v is the no rma l  fo rm of v j w.r. t .  /~1 and v' =~* n~ v. The  t e r m  v'  can be 
wr i t t en  as C ' t [ t ~ , . . . , t ~ ,  . . .  , t , ~ , . . .  , t~k .]  such tha t  C "  �9 C~, root( t~j)  �9 D~ 
where C tt - C ' [ C 1 , . . . ,  C~]. Since each t i ,  is a n o rma l  fo rm of TC0 U TC1, no rule 
l' --+ r I with root ( l ' )  �9 D o is appl icable  on v'  or on any t e rm  derived f rom v' 
(since C "  �9 C01). By a s imilar  reasoning it follows tha t  no rule l' -+ r '  with 
root ( l ' )  �9 D o is appl icable  on v or on any t e rm  derived f rom v. 

The  s i tua t ion  can be pa raph rased  as follows: (i) v' =~zl  v and (ii) the 

only rules appl icable  on v and v' and any t e r m  derived f rom t h e m  are f rom 
TC0 U TCI, where ~ i  = {l ---+ r �9 TC1 I root ( l )  �9 D~} .  The  sys t em T~ is 
semi -comple te  since no symbo l  in D11 depends  on D ~ Since TC0 and TC] are 
crosswise independent ,  7~0 U 7~] is semi -comple te  by theo rem 5. Therefore ,  v 
and v' have the s ame  no rma l  fo rm (say, u) w.r. t .  TC0 U 7Z i and v --+: u and 
v'  --+*a u (every t ime  we normal ize  an innermos t  redex w.r. t .  ~ 0  or TC~). Hence 

* C [ u ] a n d t  * t  t = - C [ r a  t ] -**  C[v j]--+* C[u]. [] s --**o s ' -  C [ v ]  - . o  o 

R e m a r k :  note  tha t ,  la '  - -~  v need not  be t rue in case (i) and subcase  (a) of  
case (ii) in the p roof  of  the above T h e o r e m  - -  in par t icu lar  lcd m a y  not  be an 
inne rmos t  redex. 

T h e  m o d u l a r i t y  of  semi-comple teness  follows f rom the above theo rem and 
S tap les '  l e m m a .  
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T h e o r e m  7 Let 7~0 and 7~1 be two semi-complete TR.S such that  

1. T~I is a nice-extension* of 7~0, 

2. if l --* r E T~i and s is a subterm o f / w i t h  root(s) E D l - i  then no nonvariable 
subterm of s unifies with the left-hand side of any rule in 7~0 U 7~1 and 

3. if l --~ r E 7~1 and root(l) E D o then all the critical pairs involving this rule 
are overlays. 

Then, the combined system T~o U T~I is semi-complete as well. 

6 E x t e n d i n g  t h e  r e s u l t s  

In this section, we discuss the extensions of the above results in two directions. 
These (extensions of the) results are established in the larger version of the 
paper, but  omit ted here to meet the space restrictions. 

In the above, we assume that  the two component systems do not share any 
rules and defined symbols, i.e., Do M D1 = r However, we can allow two systems 
to share defined symbols provided the rules defining these symbols are the same 
in both the systems, i.e., we can consider the following situation: two systems 
n0(D0 U D, C1,R1) and 7r U D, C1,R1) sharing defined symbols D and 
rules R0 N R~ = {1 --~ r [ root(1) E D}. This generalization is in particular use- 
ful while studying properties like weak normalization, innermost normalization, 
confluence and semi-completeness, which do not have the following hereditary 
property: if  R has property P and t~' is a subsystem of R then R' has property 
P.  Lack of this property forces us to allow two components to share some rules 
while studying (and proving) these properties in a modular way. 

The notion of generalized nice-extension* allows such sharing. The notations 
of D1 and D o need slight changes: D O = { f I f E (DI U D) and f --+~ Do ) 
a n d D  1 = ( D 1 U D ) - D  O . 

D e f i n i t i o n  9 A TRS T~I(D1 U D, C1, R1) is a generalized nice-extension* of an- 
other TRS 7~0(D0 U D, Co, R0) if the following conditions are satisfied: 

1. D 0 C l D l = r  I root(l) E D } .  

2. Yf E (Do U D), Vg E D1, f 7Z+d g (i.e., 7~0 U ;g~ ~s a super-hierarchical 
combination). 

3. Each rewrite rule l --+ r E R1 satisfies the following condition: 
(HI ') :  For every subterm s of r, if root(s) E (D o - D), then s contains no 
function symbol depending on Do except at the outermost level (of s). 

All theorems in the above sections can be established for generalized nice- 
extensions*. However, the definition of--+a needs a modification to handle the 
shared defined symbols (and rules). The proofs of all the above results can be 
done using just  the techniques used above, but they need much more detailed 
case analysis. The reader is refered to [8] for the proofs of the generalized results. 
The main result for generalized nice-extensions* is the following. 
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T h e o r e m  8 Let 76o and 761 be two semi-complete TRS such that  

1. 761 is a generalized nice-extension* of 760, 

2. if 1 --~ r �9 76i and s is a subterm o f / w i t h  root(s) �9 DI - i  then no nonvariable 
subterm of s unifies with the left-hand side of any rule in 760 U 761 and 

3. if l ~ r �9 761 and root(l) �9 D o then all the critical pairs involving this rule 
are overlays. 

Then, the combined system 760 U 761 i8 semi-complete as well. 

Using this theorem, we can extend the results (as in [6, 7]) to the class of 
generalized proper-extensions*, where nesting of D o symbols is allowed in the 
right-hand side terms.. 

D e f i n i t i o n  10 A TaS 761(D1 U D, C1, R1) is a generalized proper-extension* of 
another TaS 760(D0 U D, Co, R0) if conditions 1 and 2 of the above definition 
and the following condition are satisfied: 

3 Each rewrite rule 1 --+ r �9 R1 satisfies the following condition: 
(He): For every snbterm s of r, if root(s) �9 (D ~  D) and root(s) root(0, 
then s contains no function symbol depending on Do except at the outermost 
level (of s). 

To relate the notion of generalized proper-extension* with generalized nice- 
extension*, we need the following definition. 

D e f i n i t i o n  11 From the dependency relation, --+~ (see Def. 3) of761, we define 

1. Equivalence relation ~-. ( f  ~ g if f - ~  g and g - ~  f )  on the set of defined 
symbols D ~ We denote the equivalence class containing f by [f]. 

2. Partial ordering -1 ( [f] -7 [g] if f ~ g and g 74~ f )  on the set of equiva- 
lence classes. 

A s s u m p t i o n :  In the following we assume that  the relation -7 on D o is noethe- 
rian. 

Since signature of any TRS is a countable set, the equivalence relation ~ par- 
titions D o into a countable set E of equivalence classes. Since relation ~ is 
noetherian, one can easily extend it to a well-ordering of order type A, where 
is a countable ordinal. 

N o t a t i o n :  For any ordinal a,  we denote the 0r TM element in the above well- 
ordering by E~ (for all ordinals a > •, we let E~ = r and the was {l 
r E 761 I root(l) �9 D U D~ U ([.Jz<~ EZ)} by R~ and the combined system 
(U~<a R~) U760 by S~. In particular, So is 76o and S~ is 760 U761 for any ordinal 

above A. 

The following theorem relates generalized proper-extensions* and generalized 
nice-extensions*. 
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T h e o r e m  9 Let TO0 and Tr be two TRSs such that  7r is a generalized proper- 
extension* of 7~0 and -'1 is noetherian. Then, Ra is a generalized nice-extension* 
of Sa for every ordinal a, where Ra and Sa denote the objects explained in the 
above notalion. 

It  is easy to see that- R~ is semi-complete and satisfies conditions 2 and 3 of 
Theorem 9 if 7~1 satisfies them. Therefore by induction, we have: 

T h e o r e m  10 Let Tr and 7r be two semi-complete TRS such that  

1. Tr is a generalized proper-extension* of TO0 and B is noetherian, 

2. if I --* r E TCi and s is a subterm o f / w i t h  root(s) E Dl- i  then no nonvariable 
subterm of s unifies with the left-hand side of any rule in T~0 U T~I and 

3. if I ~ r E 7~1 and root(l) E D o then all the critical pairs involving this rule 
are overlays. 

Then,  the combined syslem 7~o U Tr is semi-complete as well. 

7 Conclusion 

In this paper, the modular  aspects of hierarchical and super hierarchical com- 
binations are investigated. We identified some classes of hierarchical and super 
hierarchical combinations for which semi-completeness property is modular .  It  
is also shown that  semi-compleleness property is modular  for a class of cross- 
wise independent unions. The crosswise independent unions are generalization 
of constructor sharing unions as well as P lump ' s  crosswise disjoint unions. 
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