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Abstract

In designing learning algorithms it seems quite reasonable to construct them
in such a way that all data the algorithm already has obtained are correctly
and completely reflected in the hypothesis the algorithm outputs on these data.
However, this approach may totally fail. It may lead to the unsolvability of the
learning problem, or it may exclude any efficient solution of it.

Therefore we study several types of consistent learning in recursion-theoretic
inductive inference. We show that these types are not of universal power. We
give “lower bounds” on this power. We characterize these types by some versions
of decidability of consistency with respect to suitable “non-standard” spaces of
hypotheses.

Then we investigate the problem of learning consistently in polynomial time. In
particular, we present a natural learning problem and prove that it can be solved
in polynomial time if and only if the algorithm is allowed to work inconsistently.

1. Introduction

The phenomenon of learning has attracted much attention of researchers in vari-
ous fields. When dealing with learning computer scientists are mainly interested in
studying the question whether or not learning problems may be solved algorithmically.
Nowadays, algorithmic learning theory is a rapidly emerging science, cf. Angluin and
Smith (1983, 1987), Osherson, Stob and Weinstein (1986). Nevertheless, despite the
enormous progress having been made since the pioneering papers of Solomonoff (1965)
and of Gold (1965, 1967), there are still many problems that deserve special attention.
The global question we shall deal with may be posed as follows: Are all data of equal
importance a learning algorithm is fed?

First we study this question in the setting of inductive inference. Then we ask
whether the insight obtained may be important when one has to solve learning prob-
lems that are in a sense closer to potential applications. For that purpose we consider
a domain that has recently attracted attention, namely the learnability of indexed



families (cf., e.g., Zeugmann, Lange and Kapur, 1995, and the references therein).
We consider the particular indexed family of all the pattern languages and show the
superiority of inconsistent learning strategies over consistent ones for this particular
family. Next, we want to explain all this in some more detail.

One main problem of algorithmic learning theory consists in synthesizing “global
descriptions” for the objects to be learned from examples. Thus, one goal is the fol-
lowing. Let f be any computable function from IN into IN. Given more and more
examples f(0), f(1),..., f(n),... a learning strategy is required to produce a sequence
of hypotheses hg, hy, ..., hy, ... the limit of which is a correct global description of the
function f, i.e., a program that computes f. Since at any stage n of this learn-
ing process the strategy knows exclusively the examples f(0), f(1),..., f(n), it seems
reasonable to construct the hypothesis h, in a way such that for any x < n the “hy-
pothesis function” ¢ described by h,, is defined and computes the value f(x). Such
a hypothesis is called consistent. In other words, a hypothesis is consistent if and
only if all information obtained so far about the unknown object is completely and
correctly encoded in this hypothesis. Otherwise, a hypothesis is said to be inconsis-
tent. Consequently, if the hypothesis h,, above is inconsistent, then there must be an
x < n such that g(x) # f(x). Note that there are two possible reasons for g to differ
from f on argument x; namely, g(x) may be not defined, or the value g(x) is defined
and does not equal f(x). Hence, if a hypothesis is inconsistent then it is not only
wrong but it is wrong on an argument for which the learning strategy does already
know the correct value. At first glance we are tempted to totally exclude strategies
producing inconsistent hypotheses from our considerations. It might seem that con-
sistent strategies, i.e., strategies that produce always consistent hypotheses, are the
only reasonable learning devices.

Surprisingly enough this is a misleading impression. As it turns out, in a sense
learning seems to be the art of knowing what to overlook. Barzdin (1974a) first an-
nounced that there are classes of recursive functions that can be learned in the limit
but only by strategies working inconsistently. This result directly yields the following
questions:

(1) Why does it make sense to output inconsistent hypotheses?
(2) What kind of data, if any, the strategy should overlook?

As we shall see below the first question finds its preliminary answer in the fact that,
in general, there is no algorithm detecting whether or not a hypothesis is consistent.
Consequently, in general, a strategy has no chance to effectively verify the consistency
of its previous guess with the new data it has been fed. On the other hand, a strat-
egy cannot overcome this drawback by simply searching any consistent hypothesis,
since it has to converge in the limit, too. Therefore, in order to be really successful
in the limit a strategy cannot take care whether all the information it is provided
with is actually correctly reflected by its current hypotheses. Answering the second
question is more complicated. However, an intuitively satisfying answer is provided
by a characterization of identification in the limit in terms of computable number-
ings (cf. Wiehagen (1978), Theorem 8). This theorem actually states that a class U
of recursive functions can be learned in the limit iff there are a space of hypotheses
containing for each function at least one program, and a computable “discrimination”



function d such that for any two programs i and j the value d(z, j) is an upper bound
for an argument x on which program i behaves differently than program j does. The
key observation used in constructing the strategy that infers any function from U is
the following. Let ¢ be the strategy’s last guess and let f(0),..., f(n) be the data
now fed to it. If the strategy finds a program j such that for all inputs =z < d(3, j)
its output equals f(x), then program i cannot be a correct one for function f. Then
the strategy changes its mind from i to ¢ + 1. In other words, the strategy uses the
data up to d(i, j) for the purpose to find a proof for the possible incorrectness of its
actual hypothesis ¢ via some global property the space of all hypotheses possesses.
Just for achieving this reasonable purpose the learning strategy may ignore all the
data f(x) where d(7,j) < < n, thus trading off consistency of the new hypothesis
(unachievable, in general, anyway) for an incorrectness proof concerning the former
hypothesis.

Summarizing the above discussion we see that the main reason for the superiority
of inconsistent strategies in the setting of inductive inference of recursive functions is
caused by the undecidability of consistency. As we shall see further, consistent learning
is also sensitive with respect to additional requirements that a learning strategy might
be supposed to fulfil, e.g. the order in which the input data are provided or the domain
on which a strategy is required to behave consistently.

However, it remained open whether this inconsistency phenomenon is of epistemo-
logical importance, only, but of almost no practical relevance. Dealing with the latter
problem requires a different approach. It might be well conceivable that consistency
is often decidable if one restricts itself to learning problems that are of interest with
respect to potential applications. Consequently, the superiority of inconsistent strate-
gies in this setting, if any, can only be established in terms of complexity theory. What
we present in the sequel is a partial solution to this problem. As it turned out, there
are natural learning problems having the following property: Though consistency is
decidable in the corresponding domain, these learning problems can be solved by a
polynomial-time strategy if and only if the strategy may work inconsistently.

Hence the inconsistency phenomenon does survive also in domains where consis-
tency is decidable. Moreover, the reason for the eventual superiority of inconsistent
strategies is in both settings in some sense the same. In both cases the learning algo-
rithms cannot handle the problem of finding/constructing consistent hypotheses. On
the one hand, this inability has been caused by the provable absence of any algorithm
solving it, while, on the other hand, this problem may be computationally intractable.

As far as we know the result above is the first one formally proving the existence of
learning problems that cannot be solved in polynomial time by any consistent strategy
in a setting where consistency is decidable. Moreover, in our opinion it strongly
recommends to take inconsistent learning strategies seriously into consideration. This
requires both, the elaboration of “intelligent” inconsistent techniques as well as finding
criteria with the help of which one can decide whether or not fast consistent strategies
are unavailable. The inconsistency technique we have used just consists in ignoring
data unnecessary for the strategy in order to fulfil its learning task. Of course, this
might not be the only such technique.

The paper is structured as follows. Section 2 presents notation and definitions.
Section 3 deals with the inconsistency phenomenon in the setting of inductive inference



of recursive functions. The problem whether the inconsistency phenomenon is of any
relevance in the world of polynomial time learning is affirmatively exemplified in
Section 4. In Section 5 we discuss the results obtained and present open problems.
All references are given in Section 6. Note that Wiehagen and Zeugmann (1992)
and Wiehagen (1992) dealt already with the inconsistency phenomenon in inductive
inference and in exact learning in polynomial time. Furthermore, part of the present
paper has been published in Wiehagen and Zeugmann (1994).

2. Preliminaries

Unspecified notations follow Rogers (1967). IN = {0,1,2,...} denotes the set of
all natural numbers. The set of all finite sequences of natural numbers is denoted
by IN*. The classes of all partial recursive and recursive functions of one, and two
arguments over IN are denoted by P, P?, R, and R?, respectively. Ry denotes the
set of all 0 — 1 valued recursive functions. Sometimes it will be suitable to identify a
recursive function with the sequence of its values, e.g., let a = (ao, ...,ax) € IN*, j €
IN, and p € Ry1; then we write ajp to denote the function f for which f(x) = a,, if
<k, f(k+1)=j,and f(z) = p(x — k —2), if © > k + 2. Furthermore, let g € P
and a € IN*; we write a C ¢ iff « is a prefix of the sequence of values associated with
g, i.e., for any x < k, g(z) is defined and g(z) = a,. If U C R, then we denote by [U]
the set of all prefixes of functions from U.

Any function 1) € P? is called a numbering. Moreover, let 1) € P2, then we write 1;
instead of Azt (i, x) and set Py = {¢;] i € IN} as well as R, = P, N R. Consequently,
it f € Py, then there is a number ¢ such that f = ;. If f € P and 7 € IN are such
that ¢; = f, then i is called a 1)—program for f. A numbering ¢ € P? is called a Godel
numbering (cf. Rogers (1967)) iff P, = P, and for any numbering ¢ € P2, there is a
¢ € R such that ¥; = @) for all i € IN. God denotes the set of all Gédel numberings.

Using a fixed encoding (...) of IN* onto IN we write f™ instead of ((f(0),..., f(n))),
for any n € IN, f € R. Furthermore, the set of all permutations of IN is denoted
by II(IN). Any element X € II(IN) can be represented by a unique sequence (,)neN
that contains each natural number precisely ones. Let X € II(IN), f € P and n € IN.
Then we write X" instead of ((xq, f(20), ..., Tn, f(2,))) provided f(x) is defined for
all k& < n. Finally, a sequence (j,);ew of natural numbers is said to converge to the
number j iff all but finitely many numbers of it are equal to j. A sequence (j,) ew
of natural numbers is said to finitely converge to the number j iff it converges in the
limit to j and for all n € IN, j,, = j,.1 implies jp = 7 for all £ > n. Now we are ready
to define some concepts of learning.

Definition 1. (Gold, 1965) Let U C R and let i) € P2, The class U is said to
be learnable in the limit with respect to v iff there is a strategy S € P such that for
each function f € U,

(1) for alln € IN, S(f™) is defined,

(2) there is a j € IN such that 1; = f and the sequence (S(f"))nen converges to j.

If U is learnable in the limit with respect to ¢ by a strategy S, we write U € LIM(S).
Let LIM, = {U]| U is learnable in the limit w.r.t. ¢}, and let LIM = Uyep2 LIMy.



Some remarks are mandatory here. Let us start with the semantics of the hypothe-
ses produced by a strategy S. If S is defined on input f", then we always interpret
the number S(f™) as a Ynumber. This convention is adopted to all the definitions
below. Furthermore, note that LIM, = LIM for any Godel numbering . In the
above definition LI M stands for “limit.” Moreover, in accordance with the definition
of convergence, only finitely many data of the graph of a function f were available
to the strategy S up to the unknown point of convergence. Therefore, some form
of learning must have taken place. Thus, the use of the term “learn” in the above
definition is indeed justified. As we have mentioned, in general it is not decidable
whether or not a strategy has already converged when successively fed some graph
of a function. With the next definition we consider a special case where it has to be
decidable whether or not a strategy has already learned its input function.

Definition 2. (Gold, 1967; Trakhtenbrot and Barzdin, 1970) Let U C R
and let 1 € P?. The class U is said to be finitely learnable with respect to 1 iff there
is a strateqy S € P such that for any function f € U,

(1) for alln € IN, S(f") is defined,

(2) thereis aj € IN such thaty; = f and the sequence (S(f"))nen finitely converges
to j.

If U is finitely learnable with respect to ¢ by a strategy S, we write U € FIN(S).
Let FIN, = {U| U is finitely learnable w.r.t. ¢}, and let FIN = Uyecp2 FIN.

Next we formally define different models of consistent learning.

Definition 3. (Barzdin, 1974a) Let U C R and let ¢p € P?. The class U is
called consistently learnable in the limit with respect to 1 iff there is a strateqy S € P
such that

(1) U € LIMy(S),
(2) Ygmy(x) = f(x) forall f € U, n € IN and v < n.

CONSy(S), CONSy and CONS are defined analogously as above.

Intuitively, a consistent strategy does correctly reflect all the data it has already
seen. If a strategy does not always work consistently, we call it inconsistent.

Next, we add a requirement to the definition of the learning type CON Sy, that is
often implicitly assumed in applications, namely, that the strategy is defined on every
input, cf. Michalski et al. (1984, 1986).

Definition 4. (Jantke and Beick, 1981) Let U C R and let ¢ € P2?. The class
U is called R—consistently learnable in the limit with respect to 1 iff there is a strategy
S € R such that U € CONS,(S).

R—CONSy(S),R—CONS,, and R—CONS are defined analogously as above.

The latter definition has a peculiarity that should be mentioned. Although the
strategy is required to be recursive, consistency is only demanded for inputs that
correspond to some function f from the class to be learned. With the next definition
we model the scenario in which consistency is required on all inputs. In order to



distinguish the resulting learning type from the latter defined one, we use the prefix
T. Informally, T points to total consistency.

Definition 5. (Wiehagen and Liepe, 1976) Let U C R and let ¢ € P%. The
class U is called T—consistently learnable in the limit with respect to 1 iff there is a
strateqy S € R such that

(1) U € CONS,(S),
(2) sy (x) = f(x) for all f € R, n € IN and x < n.

T—CONSy(S), T-CONS, and T—CONS are defined in the same way as above.

Finally, looking at potential applications it is often highly desirable to make no
assumptions concerning the order in which input data should be presented. Therefore,
we sharpen Definitions 3 through 5 by additionally demanding a strategy to behave
consistently independently of the order of the input.

Definition 6. (Blum and Blum, 1975) Let U C R and let v € P%2. U €
T—CONSG™ iff there is a strategy S € R such that

(1) for all f € U and every X € II(IN), there is a j € IN such that ¢; = f, and
(S(F¥))mens converges to .

(2) Ygpxmy(®m) = f(zm) for every permutation X € II(IN), f € R, n € IN, and
m < n.

T—C’ONS{;’””(S) as well as T—CON S are defined in analogy to the above.

Furthermore, appropriately incorporating the requirement to learn from arbitrary
input directly yields the learning types LIM®® FIN®* CONS®® and R—CON S?.
Therefore, the formal definition of these learning models is omitted here. Note that
LIM = LIM® as well as FIN = FIN®? cf. Jantke and Beick (1981). Moreover, for
all learning types LT € {FIN, FIN** T—CONS, T—-CONS*® R—CONS, R—
CONS*® CONS, CONS“®} we have LT, = LT for every Goédel numbering ¢. In
the following section we aim to compare the learning power of the different models
of consistent learning to one another as well as to the other models of learning that
we have defined. Note that in the following C denotes subset and C denotes proper
subset. Finally, incomparability of sets is denoted by #.

3. The Inconsistency Phenomenon in Inductive
Inference

The main goal of this section is a thorough study of the learning power of the
different models of consistent learning. Our first subsection deals with the learning
type CON S and compares it to learning in the limit.

3.1. The General Inconsistency Phenomenon

The inconsistency phenomenon has been discovered independently by Barzdin
(1974a) and the Blums (1975). They observed that there are classes of recursive



functions that are inferable in the limit but which cannot be learned by any consis-
tent strategy. Since both papers do not contain a proof of this assertion, we present
here a proof from Wiehagen (1976) actually showing a somewhat stronger result than
the one formulated in the next theorem. We shall discuss this issue below.

Theorem 1. (Barzdin, 1974a) CONS C LIM

Proof. Let U = {f € R| f = ajp, o € IN*, j > 2, p € Ry1, ¢; = f}, where
¢ € God. Obviously, U € LIM(S), where S(f") is equal to the last value f(x) > 2
from (f(0),..., f(n)) and 0, if no such value exists. For the purpose to prove that
U ¢ CONS we need the following claim.

Claim. For every o € IN*, there is an f € U such that o C f.

Indeed, by an implicit use of the Recursion Theorem, cf. Rogers (1967), it is easy
to see that for every aw € IN* and every p € Ry 1, there is a 7 > 2 such that ¢; = ajp.

Now, suppose that there is a strategy S € P such that U € CONS,(S). By the
claim, we get S € R and for every a € IN*, o T ¢g(,). Thus, on every a € IN*, S
always produces a consistent guess. Then, again by an implicit use of the Recursion
Theorem, let j > 2 be any p—number of the function f defined as follows: f(0) = j,
and for any n € IN,

o, i S(me) £ SU™)
fln+1) = { 1, if S(f"0)=S(f") and S(f"1) # S(f").

In accordance with the claim and the assumption that S works consistently one
straightforwardly verifies that S(f"0) # S(f") or S(f"1) # S(f") for any n € IN.
Therefore the function f is everywhere defined and we have f € U. On the other
hand, the strategy S changes its mind infinitely often when successively fed f, a
contradiction to U € CONS,(S). q.e.d.

Note that the class from the proof of Theorem 1 is even iteratively learnable in
the limit. We call a class U of recursive functions iteratively learnable iff there is a
strategy that learns any f € U as follows: In step n the strategy exclusively gets its
previous guess produced in step n — 1 as well as the new value f(n). By IT we denote
the collection of all classes U which can be learned iteratively. In Wiehagen (1976)
CONS C IT C LIM has been proved. Recent papers give new evidence for the
power of iterative learning (cf., e.g., Porat and Feldman (1988), Lange and Wiehagen
(1991), Lange and Zeugmann (1992)).

A closer look to the proof above shows that, in general, a strategy attempting to
learn functions consistently has to overcome two difficulties. First, it should avoid to
change too often its current guess that is eventually no longer consistent, to a def-
initely consistent hypothesis, since this behavior may force the strategy to diverge.
Second, trusting that its current guess is consistent may eventually lead to an actu-
ally inconsistent hypothesis, since the strategy cannot effectively prove consistency.
Indeed, it turns out that a class U is consistently learnable iff there is a suitable space
of hypotheses 1) such that the consistency problem restricted to U and v is effectively
decidable. More precisely, let U C R and let ¢ be any numbering. We say that
U-consistency is decidable with respect to 9 iff there is a predicate cons € P? such
that for every a € [U] and all i € IN, cons(«,1) is defined, and cons(a,i) = 1 if and



only if o C 9.
Theorem 2. U € CONS iff there is a numbering 1 € P? such that

(1) U C Py,
(2) U-consistency with respect to v is decidable.

Theorem 2 is a consequence of Theorem 9 from Wiehagen (1978). Note that for
an arbitrary Godel numbering, U-consistency is undecidable for any non-empty class
UCR.

Next we provide deeper insight to the problem whether or not consistent learning
is sensitive with respect to the domain of the allowed strategies.

3.2. Consistent Learning in Dependence on the Domain of
the Strategies

As already mentioned, in machine learning it is often assumed that learning al-
gorithms are defined on all inputs. On the one hand, this requirement is partially
justified by a result of Gold (1967). He proved that learning in the limit is insensitive
with respect to the requirement to learn exclusively with recursive strategies, i.e., if
U e LIM(S), then there is a strategy S € R such that U € LIM(S). One the
other hand, consistency is a common requirement in machine learning. Therefore, it
is natural to ask whether or not the power of consistent learning algorithms further
decreases if one restricts itself to recursive strategies. The answer to this question is
provided by our next theorem.

Theorem 3. T—-CONS ¢ R—CONS c CONS.

Proof. By definition, T"— CONS C R—CONS C CONS. In order to show
R—CONS\T—-CONS # 0 let U = {fl f € R, @0 = f} where ¢ € God.
Obviously, U € R—CONS,(S) by the strategy S(f™) = f(0) for all n € N.

Now assume that U € T—CONS,(S). Hence S € R and g (x) = f(x) for any
f € Ryne N and z < n. By an implicit use of the Recursion Theorem, let f = ¢;
be the following function.

f(0) =4,

_ [0, i S(f0) # S(f7)
fln+1)= { 1, if S(f"0) = S(f") and S(f"1) # S(f™).

Clearly, f € U (note that one of the two cases in the definition of f must happen
for all n > 1). On the other hand, S(f™) # S(f"') for all n € IN, contradicting
UeT—-CONS,(S). Hence U ¢ T-CONS. This completes the proof of T-CONS C
R—CONS.

In order to prove CONS \ R—CONS # () we use a class similar to the class
above, namely U = {f| f € R, either @) = f or psu) = f}. First we show that
U € CONS. The wanted strategy is defined as follows. Let f € R and n € IN.

S(f") = “Compute in parallel vy (x) and sy (x) for all x < n until (A) or (B)
happens.



(A) ¢y (x) = f(z) for all z < n.
(B) ¢ray(x) = f(x) for all z < n.

If (A) happens first, then output f(0). If (B) happens first, then output f(1).
If neither (A) nor (B) happens, then S(f™) is not defined.”

By the definition of U, it is obvious that S(f") is defined for all f € U and all
n € IN. Moreover, S is clearly consistent. Hence, it suffices to prove that (S(f"))nen
converges for all f € U. But this is also an immediate consequence of the definition

of U, since either prq) # f or vyqy # f. Hence S cannot oscillate infinitely often
between f(0) and f(1). Consequently, U € CONS,(S).

Next we show that U ¢ R—CONS. Suppose there is a strategy S € R such that
U e R—CONS,(S). Applying Smullyan’s Recursion Theorem, cf. Smullyan (1961),
we construct a function f € U such that either S(f™) # S(f™*!) for all n € IN or
sy (y) # f(y) for some ,y € IN with y < . Since both cases yield a contradiction
to the definition of R—CONS, we are done. The wanted function f is defined as
follows. Let h and s be two recursive functions such that for all 4, j € IN, p(; ;(0) =
©s(i,)(0) = i and @pi ;) (1) = Y (1) = j. For any i, € IN,z > 2 we proceed
inductively.

Suspend the definition of ¢, ;). Try to define ¢, ;) for more and more arguments
via the following procedure.

(T) Test whether or not (A) or (B) happens (this can be effectively checked, since
S € R):
(A) S(Spi(i,j)o) # S((pi(i,j))a
(B) S(@i(i,j)l) # S((pi(i,j))'
If (A) happens, then let @i j)(z +1) =0, let z :== 2 + 1, and goto (T).
In case (B) happens, set pp; ;) (x +1) =1, let 2 := 2 + 1, and goto (T).
If neither (A) nor (B) happens, then define ¢p(; j)(2') = 0 for all 2’ > z, and
goto (x).

() Set vy )(n) = rgjy(n) for all n < z, and @, jy(2") =1 for all 2’ > .

By Smullyan’s Recursion Theorem, there are numbers ¢ and j such that o; = @ 5
and ©; = @y, Now we distinguish the following cases.

Case 1. The loop in (T) is never left.

Then we directly obtain that ¢; € U, since ¢; = ij, and hence a finite function.
Moreover, in accordance with the definition of the loop (T), on input ¢! the strategy
S changes its mind for all n > 0.

Case 2. The loop in (T) is left.
Then there exist an x such that S(pp;0) = S(pph; ;1) Hence St =

S(gpf-“), since Ynig) = i, Psig) = ¢j» pi(n) = @j(n) for all n < x by (x), as well as
i(x+1) =0 and ¢;(z+1) = 1. Furthermore, ¢;, ¢; € R. Since p;(x+1) # ¢;(z+1),



we get ; # ;. On the other hand, ¢;(0) = ¢ and ¢;(1) = j. Consequently, both func-
tions ¢; and ¢; belong to U. But S(pf*!) = S(f*") and ¢;(z+1) # ¢;(x+1), hence
S does not work consistently on input ¢f" or ©f*'. This contradiction completes
the proof. q.e.d.

Note that even T'—CONJS, the most stringent type of consistent identification
considered above, is of remarkable power. Therefore, let NUM = {U] there is ¢ € R?
such that U C P,} denote the set of all recursively enumerable classes of recursive
functions. Then in Wiehagen and Liepe (1976) the following result was proved.

Theorem 4. NUM Cc T—-CONS

Proof. Every class U € NUM can be learned T-consistently by a slightly modified
version of Gold’s identification-by-enumeration strategy:.

A class witnessing T—CONS \ NUM # () can be defined as follows. Let ¢ € Gad.
Let ® be any complexity measure associated with ¢, cf. Blum (1967). Then {®;] i €
IN, ¢, € R} € T-CONS \ NUM. We omit the details. q.e.d.

The next result provides a more subtle insight into the different power of T—CON S
and R—CONS.

Theorem 5.
(1) FIN # T—CONS
(2) FIN C R—CONS

Proof. (1) T — CONS \ FIN # () is proved in Wiehagen and Liepe (1976). Note
that the class {®;] i € IN, ¢; € R} where ® is a complexity measure associated with
¢ € God in the sense of Blum (1967) also witnesses T—CONS \ FIN # 0.

Let now U = {f| f € R, ¢f0) = f}. Obviously, U € FIN. On the other hand,
U¢ T—CONS, cf. proof of Theorem 3. Hence T—CONS \ FIN # (). This proves
(1).

Next, we prove Assertion (2). Since T-CONS C R—CONS, R—CONS\FIN # )
is an immediate consequence of (1). The proof of FIN C R—CONS mainly relies
on the decidability of convergence of any finite learning algorithm. Let U € FIN,
and let S be any strategy witnessing U € FIN,(S). Furthermore, let s € R be any
function such that ¢y) = a0 for all @ € IN*. The wanted strategy S is defined as
follows. Let f € R and n € IN. Then

g(f") = “In parallel, try to compute S(f), ..., S(f") for precisely n steps. Let k > 1
be the least number such that all values S(f°), ..., S(f*) turn out to be defined,
and S(f*1) = S(/*).
In case this k is found, output S(f*). Otherwise, output s(f™).”

It remains to show that U € R—CONS(S). Obviously, S € R. Now, let f € U.
We have to show that S consistently learns f.

Claim 1. S learns f.

Since f € U, the strategy S is defined for all inputs f", n € IN. Moreover, since
S finitely learns f, the sequence (S(f"))nen finitely converges to a p—program of f.



Hence, S eventually has to find the least k such that S(f¥1) = S(f*), and all values
S(f°), ..., S(f*) are defined. By the definition of FIN, ¢gsx) = f. Hence, S learns f.

Claim 2. For all f € U and n € N, S (f™) is a consistent hypothesis.

Clearly, as long as S outputs s(f™), it is consistent. Suppose, S outputs S(f*) for
the first time. Then it has verified that S(f*!) = S(f*). Since f € U, and U €
FIN,(S), this directly implies @gs») = f. Therefore, S again outputs a consistent
hypothesis. Since this hypothesis is repeated in any subsequent learning step, the
claim is proved. q.e.d.

The next result points out another difference between the types CONS, R—CONS,
on the one hand, and T—CONS, on the other hand.

Theorem 6.

(1) CONS and R—CONS are not closed under finite union.

(2) T—CONS is closed under recursively enumerable union.

Proof. (1) is a direct consequence of a more general result of Barzdin (1974b). Let
U={fl f €R, pro) = f} and let V= {a0®] o € IN*}. It is easy to see that
U, V€ R—CONS, and hence U, V € CONS. On the other hand, UUV ¢ LIM as
shown in Barzdin (1974b).

In order to prove (2), we restate this assertion more formally. Let (S;);enw be a
recursive enumeration of T—consistent strategies. Then there exists a strategy S such

that T—CONS(S) = Ujew T—CONS(S;).

Without loss of generality, we may assume that all the strategies S; output as
hypotheses programs in some fixed Gédel numbering ¢. Note that the following proof
mainly uses a proof technique of Minicozzi (1976). Let f € R. Then two cases are
possible. Either there is a strategy S; that learns f or all strategies fail to learn it.
However, in the latter case each of the strategies S; has to change its mind infinitely
often. On the other hand, if f is learned by some .S; then at least one strategy
stabilizes its output. The wanted strategy S searches for an enumerated machine that
might learn f as follows.

The strategy S dovetails the computation of more and more outputs of the enu-
merated strategies. For each strategy S; that is already included in its dovetailed
computations, it counts the number of equal outputs. This number is called weight.
As long as a strategy repeats its actual guess on the next input, the weight increments.
If a strategy performs a mind change, its weight reduces to zero. After having read
the initial segment f* of the function f the strategy S favors from the first k + 1
strategies Sy, ..., S that one which actually has the greatest weight. In case there are
two strategies S; and S; taking the greatest weight the strategy S chooses that one
having the smallest index.

We formally define S as follows. Let f € R, and k£ € IN.

S(f*) = “Compute in parallel

So(f0)7 A SO(fk)y



S1(f9), -y S1(f"),

Sk(f%), ..., Sk(f*),
and assign to each strategy S;, i < k, its weight, i.e., the greatest number m <
k — i satisfying the condition that S;(f*~"=™) = S;(fF=m+1) = . = S;(f*).
Note that we calculate the weights in a triangular fashion. This is necessary in
order to achieve convergence of S. Choose w(k) to be the smallest i < k such
that the strategy S; has the greatest weight.

In case all considered machines have weight zero, output a ¢—program of f(0) -
- f(k)0%°.

If w(k) = w(k — 1), then output S, (f*). Otherwise, output a ¢-program of
F(0) - f(k)0> that is different from S(f*1).”

It remains to show that 7T—-CON S,(S) = U;ewy T-CON S, (.S;). Obviously, S works
consistently on any initial segment it is fed, since all of the strategies 5;, ¢« € IN, do
so. Now, let f € R and suppose that f is learned by some strategy S;. Consequently,
there exists numbers j, ng such that S;(f") = j for all n > ny, and ¢; = f. Hence,
for any strategy that learns f its weight increases after some point in each step of
S’s computation. Therefore, for almost all k the strategy S must favor exactly one of
the strategies S; that learns f and, after some point, S outputs always S;(f*). Note
that the computation of weights in a triangular fashion really ensures the desired
convergence, since any new strategy included in S’s computation initially gets weight
zZero.

On the other hand, if none of the strategies S;, ¢ € IN, learns f, then each strategy
S; has to perform infinitely many mind changes. This is ensured by our assumption
that each S; is T—consistent. Hence, the case w(k) # w(k — 1) occurs infinitely often.
But each occurrence of this case forces S to perform a mind change. Consequently, .S
cannot converge. q.e.d.

We finish this subsection with characterizations of T-CON.S and R—CON S which
are similar to that of CONS presented in Theorem 2. Therefore let 1) € P? be any
numbering. Then we say that consistency with respect to 1 is decidable iff there is a
predicate cons € R? such that for every a € IN* and all i € IN, cons(a,i) = 1 if and
only if o C 9.

Theorem 7. U € T—CONS iff there is a numbering 1» € P? such that
(1) UC Py,
(2) consistency with respect to ¢ is decidable.

Proof. Necessity. Let U € T—CONS,(S) where ¢ € P? is any numbering and S
is a T—consistent strategy. Let M = {(z,n)| z,n € IN, @,(z) is defined for any = <
n, S(¢?) = z} be recursively enumerated by a function e. Then define a numbering
¢ as follows. Let i,x € IN, e(i) = (2, n).



0. (z), ifzr<n
) pa(w), if > n and, for any y € IN such that n <y < z,
vilz) = ©.(y) is defined and S(¢Y) = 2
undefined, otherwise.

In order to show (1) let f € U and n, z € IN be such that for any m > n, S(f™) = z.
Clearly, ¢, = f. Furthermore, (z,n) € M. Let i € IN be such that e(i) = (z,n).
Then, by definition of ¥, 1, = ¢, = f. Hence U C P,.

In order to prove (2) we define cons € R? such that for any a € IN*, i €
IN, cons(a,i) = 1iff o ;. Let a = (g, ...,a,) € N* and i € IN. Let e(i) = (z,n).
Then define

1, if 2 <nand, forany y <z, a, = ¢;(y)
1, if 2 >n,a, =;(y) for any y < n, and,

for any y € IN such that n <y <z, S(a, ..., ) = 2
0, otherwise.

cons(a,i) =

It is not hard to see that cons € R? and, for every a € IN*, i € IN, we have
cons(a, 1) = 1iff a C ;.

Sufficiency. Let v € P? be any numbering. Let cons € R? be such that for all
a € IN*, i € N, cons(a,i) =1 iff @ T 1);. Let U C Py. In order to consistently learn
any function f € U it suffices to define S(f™) = min{i| cons(f™,i)}. However, S is
undefined if, for f ¢ U, n € IN, there is no i € IN such that f" C ;. The following
more careful definition of S will circumvent this difficulty. Let ¢ € God. Let aux € R
be such that for any o € IN*, p,2(0) = 0. Finally, let ¢ € R be such that for all
i € IN,9; = @ei). Then, for any f € R, n € IN, define a strategy S as follows.

S = (), if I =1{ili<mn, cons (f",i)=1}+#0and j =min I
(F") = aux(f™), I=70.

Clearly, S € R and S outputs only consistent hypotheses. Now let f € U. Then,

obviously, (S(f™))new converges to c¢(min{i| ¢; = f}). Hence, S witnesses U €
T—CONS,. g.e.d.

Finally, let U C R and ) € P? be any numbering. Then we say that U-consistency
with respect to ¢ is R—decidable iff there is a predicate cons € R? such that for every
a € [U] and all i € IN, cons(a,i) =1 if and only if o C 9.

Theorem 8. U € R—CONS iff there is a numbering 1) € P? such that
(1) UC Py,
(2) U-consistency with respect to 1 is R—decidable.

The proof of Theorem 8 is similar to that of Theorem 7.

The characterizations of T—CONS, R—CONS and CONS give rise to point
out some relationship between the problem of deciding consistency and the halting



problem. As it follows from Theorem 3 and Theorem 4, for any of the learning types
LT € {T-CONS, R—CONS, CONS}, we have NUM C LT. On the other hand,
as it was shown in Wiehagen and Zeugmann (1994), for any class U C R and any
numbering ¢ € P2, if U ¢ NUM and U C P,, then the halting problem with respect
to ¢ is undecidable, i.e., there is no h € R? such that for any i,z € IN, h(i,z) = 1 iff
¥i(x) is defined.

Consequently, for any U € LT \ NUM and any numbering ¢ € P? from the
corresponding theorem above characterizing LT, the halting problem with respect to
1 is undecidable. On the other hand, the corresponding version of consistency with
respect to v is decidable. Hence this version of consistency cannot be decided by
firstly deciding the halting problem and secondly, if possible, computing the desired
values of the function under consideration in order to compare these values with the
given ones. More formally, in general, cons(f",i) cannot be evaluated by deciding
whether or not ¢;(z) is defined for all x < n and, if it is, then computing ¢! and
comparing it with f".

Informally, though consistency is decidable in the “characteristic” numberings of
Theorems 2, 7, 8 it is not decidable in a “straightforward way.”

3.3. Consistent Learning on Arbitrary Input Order

In applications it is often highly desirable to make no assumption concerning the
order in which input data should be presented. Therefore, we now state a characteri-
zation of the type T—CON S due to Blum and Blum (1975). This characterization
easily yields a “lower bound” on the power of T—CON S,

Definition 7. A numbering v € P? is said to be measurable iff the predicate
“Wi(x) = y” is uniformly recursive in i, x,y.

Theorem 9. (Blum and Blum, 1975)

U e T—CONS iff there is a measurable numbering ¢ € P? such that U C Py.

Note that the measurability of ¢ allows deciding consistency with respect to 1 in
a “straightforward way.”

Corollary 10. NUM c T—CONS?

Proof. NUM C T—C'ON S can easily be proved by a slight modification of Gold’s
identification by enumeration.
For proving the proper inclusion, let ¢ € Géd and ® € P? be a complexity measure
associated with ¢, cf. Blum (1967). Let U = {®;| i € N, ¢; € R}. Then U ¢ NUM,
since otherwise R € NUM could be proved, a contradiction. On the other hand,
U € T—CONS®® via Theorem 9, since ® € P? is a measurable numbering.  q.e.d.

As far as we now, it is still an open problem whether T'— CONS%? is a proper
subset of T—CONS. But, of course, any solution to this problem will not influence
the “lower bound” on the power of 7—CONS%? by Corollary 10.

The reader is encouraged to consult Jantke and Beick (1981), Zeugmann (1983)
and Fulk (1989) for further investigation concerning consistent identification.



4. Exact Learning in Polynomial Time and In-
consistency

The results presented in the previous section may lead to the impression that the
inconsistency phenomenon may be far beyond any practical relevance, since it has
been established in a setting where the consistency problem is undecidable in general.
Therefore now we ask whether the inconsistency phenomenon does survive in settings
where consistency is decidable. Moreover, we additionally restrict ourselves to deal
exclusively with learning strategies that are polynomial time computable. Then, of
course, the superiority of inconsistent strategies, if any, has to be established in terms
of complexity theory. We present a learning problem which is generally consistently
solvable but which cannot be solved consistently in polynomial time unless P # NP.
The desired goal is achieved by elaborating an algorithm inconsistently solving the
same learning problem in polynomial time. As far as we know this is the first learning
problem for which the announced properties are rigorously proved. In our opinion,
this result gives strong evidence of seriously taking inconsistent learning strategies
into consideration.

The setting we want to deal with is the learnability of pattern languages introduced
by Angluin (1980). Subsequently, Shinohara (1982) dealt with polynomial time learn-
ability of subclasses of pattern languages. Nix (1983) outlined interesting applications
of pattern inference algorithms. Recently, Jantke (1991) and Lange and Zeugmann
(1993) as well as Zeugmann, Lange and Kapur (1995) dealt with the learnability of
pattern languages under monotonicity constraints. Moreover, Kearns and Pitt (1989),
Ko, Marron and Tzeng (1990) and Schapire (1990) intensively studied the learnability
of pattern languages in the PAC—learning model; thus, Schapire (1990) proved that
the class PAT of all pattern languages is not PAC-learnable unless Py, = NP/ pouy-

So let us define pattern languages. Let 3 = {a,b,..} be any non—empty finite
alphabet containing at least two elements. Furthermore, let X = {x;| ¢ € IN} be
an infinite set of variables such that X N X = (). Patterns are non—empty strings
from X U X, e.g., ab, axicce, brizicraxs are patterns. L(p), the language generated
by pattern p is the set of strings which can be obtained by substituting non—null
strings from X»* for the variables of the pattern p. Thus aabbb is generable from
pattern axixob, while aabba is not. Pat and PAT denote the set of all patterns and
of all pattern languages over X, respectively. In order to deal with the learnability of
pattern languages we have to specify from what information the learning strategies
should do their task. Following Gold (1967) we distinguish between learning from text
and from informant. Formally, let L C ¥*; we call a mapping [ : N — ¥* x {4, -}
informant of L iff

(1) For every w € ¥*, there are an n € IN and A € {+, —} such that I(n) = (w, \),

(2) for every n € IN, w € ¥*, and X € {+,—}, if I(n) = (w, ) then w € L iff
A=+

Let Info(L) denote the set of all informants of L. Furthermore, for I € Info(L)
and n € IN, let I"™ = cod(I(0),...,I(n)), where cod denotes an effective and bijective
mapping from the set of all finite sequences of elements from ¥* x {+, —} onto IN.



Finally, we set I, = {w € ¥*| thereare i < n, A € {+,—} s.t. I(i) = (w,\)}, and
[F=I,0L I-=1,\I"

Any mapping T from IN onto L is called a tezt for L. By Text(L) we denote the
set of all texts for L. The sets T,,, .\ as well as T, are analogously defined as above.

Intuitively, a text for L generates the language L without any information con-
cerning the complement of L, whereas an informant of L decides L by informing the
strategy whether or not any word from ¥* belongs to L. Note that we allow a text
and an informant to be non—effective.

Definition 8. PAT is called learnable in the limit from informant (abbr. PAT €
LIM —INF) iff there is an effective strategy S from IN into Pat such that for all
L € PAT and every I € Info(L),

(1) for alln € IN, S(I™) is defined,

(2) there is a p € Pat such that L(p) = L and for almost alln € IN, S(I") = p.

Definition 9. PAT is called consistently learnable in the limit from informant
(abbr. PAT € CONS—INF ) iff there is an effective strategy S from IN into Pat such
that

(1) PAT € LIM—INF by S,
(2) forall L € PAT, I € Info(L) andn € IN, I.- C L(S(I"™)) and I,, NL(S(I")) = 0.

Note that a consistent learning strategy is required to correctly reflect both the
positive as well as the negative data it has already seen. Next we sharpen Definition
8 and 9 by additionally requiring polynomial time computability of S.

Definition 10. PAT is called (consistently) learnable in the limit from informant
in polynomial time (abbr. PAT € Poly—LIM—INF (PAT € Poly—CONS—INF))
iff there are a strategy S and a polynomial pol such that

(1) PAT € LIM—INF (PAT € CONS—INF) by S,

(2) for all L € PAT, I € Info(L) and n € IN,
time to compute S(I™) < pol(length(I™)).

Learning from text is analogously defined in replacing everywhere “informant” by
“text.” However, one point should be stated more precisely, namely that consistent
learning from text does only require consistency with the data contained in the text.
In order to have an example illuminating the difference we could define a strategy
that initially outputs x;. Since L(x;) contains every string over ¥ but the empty
one, this hypothesis is consistent on text for every finite input. However, since the
strategy has to converge, it cannot maintain this hypothesis ad infinitum. Finally, we
use LIM—-TXT, CONS—TXT, Poly—LIM—-TXT as well as Poly—-CONS—-TXT
to denote the corresponding learning types from text.

Now we can state the result mentioned above.



Theorem 11.

(1) PAT € CONS—INF,
(2) PAT ¢ Poly—CONS—INF, provided P # NP,
(3) PAT € Poly—LIM—INF.

Proof. Assertion (1) is proved in applying Gold’s (1967) enumeration technique.
Therefore, let (p;);en be any fixed effective enumeration of Pat. Let L € PAT, let I €
Info(L) be any informant, and let n € IN. Define S(I") to be the first pattern p in the
enumeration of Pat satisfying It C L(p) and I, N L(p) = (). Since membership for
pattern languages is uniformly decidable, cf. Angluin (1980), S is computable. Due
to the definition of S, consistency is obvious. Moreover, the strategy converges to the
first pattern in the enumeration that generates the language L to be learned. Note
that S cannot be computed in polynomial time, unless P = NP, since membership
for pattern languages is N'P—complete, cf. Angluin (1980).

Next we have to show that there is no strategy at all consistently learning PAT
from informant that is computable in polynomial time, if P # N'P. This part of the
proof is done by showing the NP-hardness of an appropriate problem defined below.
For any information concerning reducibility as well as N"P—complete problems the
reader is referred to Garey and Johnson (1979). First we define the following decision
problem SEP. Let W+, W~ C ¥*. We say that W, W~ are separable iff there is
a pattern p such that W+ C L(p) and W~ N L(p) = 0. SEP denotes the problem of
deciding whether any W', W~ C X* are separable. Moreover, by CSEP we denote
the problem of constructing a separating pattern p for any given W+, W~ that are
separable. The proof of Assertion (2) is completed via the following lemmata.

Lemma A. (Ko, Marron, Tzeng, 1990)
3—SAT is polynomial time reducible to SEP.

Lemma B. CSEP is N'P-hard.

Proof of Lemma B. Let C'3— SAT denote the problem to construct a satisfying
assignment to any satisfiable instance from 3—SAT.

Claim 1. C3—SAT € P implies 3—SAT € P.

Assume there is an algorithm A having a running time that is bounded by some
polynomial pol in the length of its input, and that, moreover, on input C' returns
a satisfying assignment of C| if C is satisfiable. Now let C be any instance of 3 —
SAT. Start A on input C. Since any polynomial is time constructible, we may
combine A with a clock, i.e., we can efficiently stop A on input C' after at most
pol(length(C)) steps of computation. Then two cases are possible. Either A returns
nothing. Consequently, C' cannot be satisfiable. Otherwise A outputs an assignment
ass within the given time bound. Then one can check in polynomial time whether or
not ass indeed satisfies C'. In case it does, we know that C' is satisfiable. In case it
does not C' is again not satisfiable, since otherwise A would fail.

Note that we cannot prove the N'’P-hardness of CSEP in the same manner as in
showing Claim 1, since membership for pattern languages is N'P—complete. Hence,
one cannot check in polynomial time whether a pattern eventually returned on input



(W, W) does indeed separate these sets. However, we overcome this difficulty by
showing the following claim.

Claim 2. CSEP € P implies C3—SAT € P.

In accordance with Lemma A let red be any polynomial time reduction of 3—SAT
to SEP. Suppose, there is an algorithm B solving CSEP in polynomial time. Now let
C' be any satisfiable instance of 3—SAT. The wanted satisfying assignment may be
computed as follows. First, compute red(C) = (W', W ™). Since C is satisfiable, we
get that (W™ W) are separable. Next compute p = B(W™* W ~). Finally, let ass
be the assignment constructed to p in the proof of the “only—if” direction of Lemma
A. Since red is computable in time bounded by a polynomial in the length of C', the
length of (W, W ™) is bounded by a polynomial in the length of C', too. Consequently,
ass is polynomial time computable. Hence, C3—SAT € P, if CSEP € P.

Finally, Claim 1 and Claim 2 directly yield Lemma B.
The proof of Assertion (2) is completed by showing the next claim.
Claim 3. PAT € Poly—CONS—INF implies CSEP € P.

Suppose PAT € Poly—CONS—INF by some strategy S. Let W+, W~ be any
two separable sets, and let p be any pattern separating them. Let I € Info(L(p)) be
an arbitrary informant such that, for some n, I = W+ and I, = W~. In accordance
with the definition of separability, I obviously exists. Consequently, S(I™) has to be
defined, and furthermore, ¢ = S(I™) has to be a pattern separating W', W~. Finally,
S is polynomial time computable. Hence we get CSEP € P.

It remains to prove Assertion (3). In Lange and Wiehagen (1991) PAT € Poly —
LIM —TXT has been shown. The corresponding strategy witnessing PAT € Poly —
LIM —TXT works by “overlooking” data, namely it ignores all but the actually
shortest strings of the language to be learned. It turns out that sufficiently many really
shortest strings of a pattern language do suffice to learn it. From these remaining
strings a hypothesis is generated in time that is even polynomial in the length of
these strings. However, this hypothesis may be inconsistent, while being correct
in the limit. Let S denote the strategy from Lange and Wiehagen (1991) proving
PAT € Poly—LIM-TXT. We define a strategy S witnessing PAT € Poly—LIM—INF
as follows. On any input I" we set S(I") = S(IF). This proves (3) and hence the
theorem.

Note that S even works semi-—consistently, since I, N L(S(I™)) = 0 is valid for all
n € IN. Moreover, S works iteratively as S does. q.e.d.

At this point some remarks are mandatory. It should be mentioned that any
consistent strategy S, independently of how complex it is, may be trivially converted
into an inconsistent one that works in quadratic time. This is done as follows. On
input I", one simulates S on input I', I?,...,]™ no more than n steps, and outputs
S(I*), where k is the largest number y < n for which S(I¥) is computable within at
most n steps.

However, it is obvious that this simulation technique does not yield any advantage.
It does neither increase the efficiency of the learning algorithm, if one sums up all steps
of computation until the learning task is successfully solved; nor does it enlarge the
learning power. What we are looking for are “intelligent” inconsistent techniques.



In our opinion, Lange and Wiehagen’s (1991) refined strategy behaves thus by the
following reasons. First, it avoids membership tests at all. Second, it iteratively
computes its current hypothesis. Third, the test whether or not it should eventually
change its mind is extremely simple and may be executed in linear time. Moreover,
the algorithm yielding an eventually new hypothesis performs exclusively syntactical
or formal manipulations over strings.

Finally, let Poly—CONS—LEXINF (Poly—CONS—LEXTXT) be the learning
type obtained from Poly—CONS—INF ( Poly—CONS—TXT ) by restricting the
information presentation from any informant I € Info(L) (any text T € Text(L))
to the lexicographically ordered one. Furthermore, let S be a strategy such that
PAT € LIM—INF (LIM—-TXT) by S. Then, for any L € PAT and D € Info(L)
U Text(L), let

Conv(S, D) = the least number m such that for all n > m, S(D") = S(D™)

denote the stage of convergence of S on D.

The following theorem actually states that the inconsistent learning strategy of
Lange and Wiehagen (1991) may behave both consistently and efficiently, if it receives
the crucial information on the language to be learned in an appropriate order.

Theorem 12.
(1) There are a strategy S and a polynomial pol such that

(i) PAT € Poly—CONS—LEXINF by S,

(ii) for every p € Pat, there are uncountably many informants I € Info(L(p))
such that

— S works consistently on I,
— 29 Dtime to compute S(I") < pol(length(p)).

(2) There are a strategy S and a polynomial pol such that

(i) PAT € Poly—CONS—LEXTXT by S,

(ii) for every p € Pat, there are uncountably many texts T' € Text(L(p)) such
that

— S works consistently on T,
- 29D ime to compute S(T™) < pol(length(p)).

Sketch of proof. Assertion (1), part (i) is proved using the strategy S from the proof
of Theorem 11, Assertion (3) above. Then part (i) follows by Lemma 2 of Lange and
Wiehagen (1991). Part (ii) directly follows from Theorem 2, Assertion (3) of Lange
and Wiehagen (1991).

The first part of Assertion (2) is an immediate consequence of the proof of Theorem
1 in Lange and Wiehagen (1991), while the second follows as above. q.e.d.



We conjecture that Theorem 11 remains valid after replacing INF by T XT. The
corresponding Assertion (1) has been proved by Angluin (1980). As already men-
tioned above, the strategy from Lange and Wiehagen (1991) directly yields (3). Con-
sequently, the only part not yet proved is (2). One reason why (2) seems to be easier
provable for informant than for text is the following. A strategy working consistently
on informant has to work “hard” at any step of the learning process in order to build
its actual “biconsistent” hypothesis, while a consistent strategy on text may output
the trivially consistent hypothesis x; for an “unbounded” number of steps.

5. Conclusions

We have investigated the problem of consistent versus inconsistent learning. In
spite of the remarkable power of consistent learning it turns out that this power is not
universal. There are learning problems which can exclusively be solved by inconsistent
strategies, i.e., by strategies that do temporarily incorrectly reflect the behavior of the
unknown object on data for which the correct behavior of the object is already known
at the current stage of the learning process. This phenomenon has been investigated in
a “highly theoretical” setting, namely in inductive inference of recursive functions. In
this setting the seemingly senseless work of inconsistent strategies could be completely
explained by the undecidability of consistency.

However, it turned out that the inconsistency phenomenon is also valid in more
realistic situations, namely in domains where consistency is always decidable and the
learning strategies have to work in polynomial time. The reason is quite analogous
to that in the setting of arbitrary recursive functions. Providing P # NP, the
NP-hardness of problems can prevent learning strategies from producing consistent
hypotheses in polynomial time. Note that the validity of our main result, Theorem 11,
crucially depends on the fact that membership testing for pattern languages (hence
also deciding consistency for hypotheses patterns, in general) is AN'P-complete.

On the other hand, inspired by Wiehagen and Zeugmann (1992), Kummer (1992)
has proved that the inconsistency phenomenon also holds in domains where the mem-
bership problem is even decidable in polynomial time for any single object to be
learned, but not uniformly decidable in polynomial time with respect to the whole
class of objects to be learned.

Finally, one can easily show that in domains where the membership problem is uni-
formly decidable in polynomial time, under weak assumptions any polynomial time
learning algorithm can be effectively transformed into a polynomial time algorithm
possessing at least the same learning power and being even consistent. Neverthe-
less, just in these domains we conjecture that there are learning problems solvable
consistently in polynomial time, but solvable inconsistently (much) faster.

Moreover, we conjecture that our results may be extended to incremental learning
of finite classes of finite objects such as Boolean functions, too.

In any case, we regard the results obtained as giving strong evidence to take fast
inconsistent strategies seriously into account.

Finally, the presented results do suggest directions of further research such as



— finding fast inconsistent learning techniques,

— deriving conditions yielding that a given learning problem has no fast consistent
solution, but it has a fast inconsistent one.
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