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Foreword

Tension between autonomy and interdependence lies at the heart of every
distributed system. The ability to use remote resources enhances the storage
capacity and computational power of a client. But there i1s a price to be
paid: reliance on remote resources renders the client vulnerable to failures
of the network or servers. In the worst case, a client can be totally crippled
by the unavailability of a remote resource. This problem is already serious
today, and will only worsen with further growth in the size and complexity
of distributed systems.

How can one alleviate this problem? The traditional approach has been
to use replication at servers. Unfortunately, there are limits to the value of
this approach. It comes at significant hardware cost. Worse, it is useless if a
network failure isolates a client from all server replicas. The latter scenario
is especially common in mobile computing, where intermittent connectivity
is an unfortunate fact of life.

In this doctoral dissertation, Jay Kistler describes a radically different
solution. His approach, called disconnected operation, calls upon a client to
mask failures from users and applications by emulating the functionality of
a server. For distributed file systems, Kistler observes that this emulation
can efficiently and cheaply be performed by exploiting the file cache already
maintained by the client for performance reasons. This leads to a tantaliz-
ingly simple design: it just requires pre-loading the cache with critical data,
continuing normal operation until disconnection, logging all changes made
while disconnected, and replaying them upon reconnection.

Of course, reality is never that simple. There are many conceptual and
implementation problems that arise when one tries to implement this func-
tionality. For example:

— How does one arrange to have the right files in the cache at disconnection?

— How does the client conserve scarce cache space while disconnected?

— How can the process of reintegrating changes be made efficient and trans-
parent?

— What are the security implications of disconnected operation?

~ How can one reconcile the conflicting demands of availability and perfor-
mance on caching?
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— How can disconnected operation be seamlessly integrated with server repli-
cation?

— How likely are update conflicts, and how does one detect and cope with
them?

Kistler answers these and many related questions in this work. The imple-
mentation he describes is of such high quality that it has been in serious use
for over four years. The evaluation of the system is thorough and it sheds
much light on the above questions. In addition, the work describes a new
model of computation called the “inferred transaction model” that cleanly
captures the semantics of disconnected operation. This model serves as an ex-
cellent conceptual foundation for reasoning about the consistency properties
of disconnected operation. ’

This research has had substantial impact on industry. Many software com-
panies have efforts under way to exploit these results commercially. There is
now broad consensus that disconnected operation is a key enabling technol-
ogy for mobile computing.

" In closing, it is a pleasure to read a dissertation that is such a model of
clarity and lucid exposition. The subtleties of the subproblems are brought
out with great skill, and the specific solutions adopted are convincingly sub-
stantiated. The document is indeed worthy of the research it describes. I
would expect no less of my friend, colleague, and former graduate student,
Jay Kistler.

M. Satyanarayanan

Professor of Computer Science
Carnegie Mellon University
Pittsburgh, Pennsylvania
August 1995



Preface

Disconnected operation refers to the ability of a distributed system client to
operate despite server inaccessibility by emulating services locally. The ca-
pability to operate disconnected is already valuable in many systems, and
its importance is growing with two major trends: the increasing scale of dis-
tributed systems, and the proliferation of powerful mobile computers. The
former makes clients vulnerable to more frequent and less controllable sys-
tem failures, and the latter introduces an important class of clients which are
disconnected frequently and for long durations — often as a matter of choice.

This dissertation shows that it is practical to support disconnected oper-
ation for a fundamental system service: general purpose file management. It
describes the architecture, implementation, and evaluation of disconnected
file service in the Coda file system. The architecture is centered on the idea
that the disconnected service agent should be one and the same with the
client cache manager. The Coda cache manager prepares for disconnection
by pre-fetching and hoarding copies of critical files; while disconnected it logs
all update activity and otherwise emulates server behavior; upon reconnec-
tion it reintegrates by sending its log to the server for replay. This design
achieves the goal of high data availability — users can access many of their
files while disconnected — but it does not sacrifice the other positive properties
of contemporary distributed file systems: scalability, performance, security,
and transparency.

Disconnected operation in Coda was designed and implemented during
the period of 1989 to 1993. At the time this dissertation was completed, the
systern had been actively used by more than 20 people over the course of
two years. Both stationary and mobile workstations had been employed as
clients, and disconnections had ranged up to about ten days in length. Usage
experience was extremely positive. The hoarding strategy sufficed to avoid
most disconnected cache misses, and partitioned data sharing was rare enough
to cause very few reintegration failures. Measurements and simulation results
indicated that disconnected operation in Coda should be equally transparent
and successful at much larger scale.

Since 1993 the system has continued to be used as a research vehicle
at Carnegie Mellon University. The number of local users has grown signifi-
cantly and the code has been made available for distribution outside of CMU.
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Coda researchers have extended the system with important new functional-
ity, including weakly-connected opération, advanced hoarding support, and
transactional file system semantics. Reports of this progress are beginning to
appear and to generate discussion in the academic literature.

Disconnected file service is also beginning to make its mark in the com-
mercial world, driven by the tremendous success of mobile computers in the
marketplace. Products offering limited forms of disconnected file support have
been available from small companies for several years, and industry heavy-
weights such as IBM, DEC, and Microsoft are beginning to weigh-in with
efforts of their own. These initial products are all hampered to some degree
by the legacy of PC operating systems, but the obstacles are rapidly being
overcome. I am certain that we will see more — and better —~ products of this
type in the near future. Indeed, I am as confident today about the future of
disconnected operation as I was two years ago when I wrote the final sen-
tence of this dissertation: The advantages of disconnected file service are so
compelling that its support will - in my opinion - be a standard feature of all
widely-used operating environments of the future.
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