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Abs t rac t .  Information system reengineering activities are strongly re- 
lated to a deep understanding of processes and related data in the or- 
ganizations. This paper addresses problems related to the development 
of techniques and tools for process analysis and for the construction of 
a unified process architecture where semantic correspondences between 
processes are identified on the basis of their similarity. Unification of 
similar processes is considered a basic step for information system inter- 
operabihty. 
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1 I n t r o d u c t i o n  

Many of the major organizations, both in the private and public environments, 
are characterized by the presence of heterogeneous information systems. Het- 
erogeneity is generally related to application contexts, evolution strategies and 
support  technologies. In fact, continuous developments and modifications of in- 
formation systems to meet over the years changing requirements, and the rapid 
advances in information technology have lead to a proliferation of information 
system architectures with partially overlapping data and processes. 

Actually, the availability of advanced information technology, together with 
the need of enhancing efficiency and quality of services promote activities for re- 
structuring existing legacy Information Systems and, possibly, integrating infor- 
mation systems in different contexts. In particular, restructuring of information 
systems that  are obsolete from the technological point of view requires method- 
ological approaches apt to guide the transformation with the aim of preserving 
and reusing knowledge and existing applications [12]. Integration of autonomous, 
heterogeneous information systems emphasizes interoperability aspects [19,13]. 
In this framework, a basic starting point to obtain valuable results is represented 
by a deep understanding and reengineering of processes in legacy systems. Two 
levels of intervention can be distinguished: i) a conceptual level, where methods 
and tools are devoted to modeling, analysis and unification of processes and re- 
lated data  [2]; ii) a technological level, where methods and tools are devoted to 
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the transformation and migration of existing software systems [10] and to the 
interconnection of existing databases with a federation approach [19,14]. 

In the paper, we focus on the conceptual level and provide techniques for pro- 
cess analysis in view of reengineering activities. For process analysis, we propose 
techniques with criteria and metrics based on similarity properties. In particular, 
we propose a methodological framework and accompanying tools to support the 
process unification activity, devoted to the definition of semantic correspondences 
between processes in different contexts, to make feasible Information System in- 
teroperability. 
Process unification exploits the analysis techniques and the availability of a se- 
mantic dictionary where inter-process knowledge is properly organized. 

The paper is organized as follows. In Section 2, characteristics of process 
specifications are given on the basis of our experience with the Information Sys- 
tems Authority for Public Administration (AIPA in Italy), which is responsible 
for co-ordinating, planning and controlling the Public Administration Informa- 
tion Systems. In Section 3, the techniques we propose for the construction of 
the semantic dictionary are illustrated. In Section 4, the similarity techniques 
for process evaluation are discussed. In Section 5, we describe a methodological 
framework for process unification. In Section 6, we illustrate the tools support- 
ing our approach. In Section 7, the comparison with related work is presented. 
Finally, in Section 8, concluding remarks are stated. 

2 P r o c e s s  s p e c i f i c a t i o n s  

In the paper, we refer to information on work processes and information systems 
that has been collected by the Italian Information Systems Authority for Public 
Administration (AIPA in Italy) in the framework of a large project aiming at 
building an inventory of information systems, and at pursuing a deep revision 
and redesign of work processes of the Public Administration, to meet growing 
and changing needs of clients and the general public. A detailed characterization 
of Public Administration processes is presented in [6]. The following high-level 
specification is available for each process: 

- The name of the process, univocally identifying the process within the Orga- 
nizational Unit to which it pertains. The name is composed of an identifier 
(OU_ID, P_ID), and of a title. In the identifier, OU_ID is the identifier of the 
Organizational Unit to which the process pertains and P_ID is the process 
identifier. The process title is a string describing the name of the process. 

- An Entity-Relationship (ER) conceptual schema, describing the character- 
istics of the data manipulated by the process, in form of entities and rela- 
tionships among entities. 

- A textual information, which provides a general description of the process 
and its functionality. It is a natural language description of the input/output 
entities (among the ones specified in the associated ER schema), the start- 
ing/ending events, the type of the process (e.g., management, administra- 
tion), and possible supporting application program(s). 
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Process specifications have been defined by AIPA, on the basis of the data 
collected through a set of properly defined questionnaires released to users of 
various Organizational Units of the Public Administration. The questionnaires 
were designed in order to acquire as much information as possible on process 
functionalities and on data circulating among them. Process specifications are 
currently available in electronic format for 2203 work processes selected by AIPA 
for analysis and reengineering interventions. These interventions aim at achieving 
the following main goals: 

- Reconstruction of information flows between work processes of different Di- 
visions or Ministries, based on the similarity of the data used by processes. 

- Reconstruction of macroprocesses, that is, complex activities with a well 
defined objective achieved by means of the coordinated execution of the 
constituent processes. Reconstruction of macroprocesses is based on the in- 
formation available on process functionality and data interactions among 
different processes. 

- Reengineering of work processes and macroprocesses, by optimizing their 
execution to improve the quality of the offered services. 

These activities can result very complex, due to the fact that thousands of 
processes must be analyzed, spread among heterogeneous information systems 
[2]. In addition, processes were not always documented, and the personnel with 
the knowledge required to understand processes and how they work is no longer 
available, causing data standardization and process reengineering to become cru- 
cial activities to be performed with available specifications. 

In order to perform process analysis in a semi-automatic way on this large 
set of specifications, we provide techniques based on the information contained 
in the specifications, limiting as far as possible the human intervention. In par- 
ticular, we provide techniques for classifying processes by means of descriptors 
(Section 2.1), and similarity techniques to compare different processes on the 
basis of their descriptors, to support the reconstruction of information flows and 
macroprocess (Section 4). 
Examples of applying the proposed techniques on a sample of 149 process specifi- 
cations related to the Labour Ministry are illustrated, which allows us to evaluate 
similarity and unification for processes of different Divisions and Offices of the 
same Ministry. The analysis is being extended on a second sample of 240 speci- 
fications related to process of different Ministries of the Public Administration, 
to evaluate process similarity and unification across different Ministries. 

2 . 1  P r o c e s s  d e s c r i p t o r s  

In this section, we present the technique we propose for classifying processes 
by means of descriptors, defined starting from the information contained in the 
process specifications. A descriptor provides a high-level formal description of 
the characteristics of a process. A process descriptor is a 6-tuple of features: 

( F-Area, I-Object, O-Object, Operation, Const-Object, City-Object ) 
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obtained by extending the technique presented in [8] for disciplined description of 
process functionality, with capabilities to describe process characteristics related 
to input /output  data. In general, the number and the type of features to be 
included in a descriptor depends on the type of analysis to be performed on 
the processes. In our case, to support similarity-based analysis, we represent the 
following process characteristics: 

1. The functional area to which the process pertains within the organization 
(feature F-Area), in order to support cross-functional process unification. 

2. The data manipulated by the process, in order to evaluate data  similarity 
between different processes. We distinguish between input entities (feature 
I-ObjecO, representing the entities required in input by the process to start  
its execution, and output entities (feature O-ObjecO, which are the entities 
produced as the result of the process execution. One or more entities of the 
ER schema associated with the process can be specified in these features. 

3. The functionality of the process, in order to evaluate the similarity of per- 
formed operations. Process functionality is described by means of the per- 
formed operation (feature Operation), the mandatory constitutive entities 
required by the operation (feature Cons-Object) and the optional circum- 
stantial entities involved in the operation (feature Circ-Objeer 

For example, let us consider the process Labour I n s p e c t o r a t e  Employee 
Ret i rement ,  which establishes the retirable employees of the Labour Inspec- 
torate by evaluating the contributions they paid. This process is described by 
means of the descriptor shown in Fig. 1. 

Labour  Inspectorate  Employee Ret i rement  

(Functional  area): 
(I-Object): 
(O-Object): 

(Operation): 
(Cons-Object ) :  
(Circ-Object): 

General Management of General Affairs and Personnel 
{ Employee of Labour Inspectorate } 
{ Employee of Labour Inspectorate, 
Retirable Employee of Labour Inspectorate } 
Retire 
{ Employee of Labour Inspectorate } 
{ Employee dossier } 

Fig. 1. An example of process descriptor (D(P1)) 

In our approach, process descriptors are semi-automatically constructed, by 
analyzing the specifications associated with processes. In particular, when possi- 
ble, features are automatically filled in with information extracted from the ER 
schemas (e.g., entity names in features concerning objects); if necessary, features 
are filled in with names manually extracted from textual information in process 
specifications (e.g., operation names). 
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A feature f has a set of related names, which are the names used to classify 
the processes with respect to the feature. Two sets of names are defined for 
features, namely entity names and operation names. 

3 T e c h n i q u e s  f o r  t e r m i n o l o g i c a l  a n a l y s i s  

In order to evaluate process similarity, we need to compare the names specified 
in the features of their descriptors and determine their degree of similarity, that  
we call affinity. To evaluate name affinity, we construct a semantic dictionary 
where entity and operation names are organized into a concept hierarchy, as 
shown in Fig. 2. Two names have affinity if they refer to the same concept or to 
concepts that  are close in the semantic dictionary hierarchy. 

The hierarchy is incrementally constructed. First, we define the bot tom level 
concepts for groups of names corresponding to entities and operations that  are 
similar in process descriptors. Then, we abstract higher-level concepts starting 
from the bot tom level concepts, by means of the generalization and aggregation 
abstraction mechanisms. In this way, we provide the process analyst with a 
complete overview at different levels of abstraction of the data and functionalities 
of the Public Administration processes. 

To identify entities and operations that  are similar in process descriptors, 
we exploit the information contained in process specifications. In particular, for 
entities we analyze the ER schemas associated with processes, while, for opera- 
tions, we perform a categorization based on the features describing functionality 
in process descriptors. To evaluate entity similarity, we construct a Thesaurus, 
where the semantics of entities in the ER schemas is described by means of 
proper terminological relationships. Issues related to Thesaurus construction are 
discussed in Section 3.1. In Section 3.2, we provide methodological indications 
for the definition of the concept hierarchy in the semantic dictionary, while in 
Section 3.3, we discuss name affinity evaluation using the semantic dictionary. 

3.1 T h e s a u r u s  c o n s t r u c t i o n  

A Thesaurus is a dictionary storing terms that  are relevant for a given application 
domain, and a set of relevant terminological relationships to manage synonyms 
and semantically related terms, to support, for example, classification and re- 
trieval of unstructured information, such as documents [16]. The construction 
of a Thesaurus is based on the analysis of a set of documents and on the iden- 
tification of the relevant terms and relationships for the domain of interest. In 
our case, we exploit the available ER schemas to define a Thesaurus specify- 
ing the terminological relationships between entity names that  are relevant for 
evaluating entity similarity, in view of defining the bot tom level concepts in the 
semantic dictionary. 

Two entities in different schemas are similar if they describe the same or 
similar real-world objects. To evaluate entity similarity, we consider both the 
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Fig. 2. Architecture of the semantic dictionary 

synonymy relationship between their names (lexical knowledge on entity simi- 
larity) and the structural relationships in which the entities participate in the 
ER schemas (schema knowledge on entity similarity), that  is, "is-a" links and 
relationships. In fact, two entities related by means of an "is-a" link in a gen- 
eralization hierarchy have a certain degree of similarity due to the semantics 
associated with generalization hierarchies in conceptual schemas (i.e., inheri- 
tance mechanism, subset relationship). Two entities participating in a relation- 
ship have a degree of similarity as well, due to the semantics of the relationship 
in conceptual schemas (i.e., aggregation semantics). To take into account all ex- 
plicit relationships and "is-a" links defined between entities in ER schemas, we 
construct the Thesaurus directly from available schemas. 

For Thesaurus construction, difficulties are related to the fact that  a high 
number of ER schemas is involved, and the same entity name can have been used 
to denote different real-world object classes (homonym problem [3]), or different 
names can have been used to denote the same object class (synonyms problem 
[3]). While synonyms do not cause problems in view of similarity evaluation, the 
presence of homonym can lead to the evaluation of undesirable similarities. To 
exclude homonym in the Thesaurus, we require normalization of the specifica- 
tions; in fact, repeated entity names are proposed to the process analyst who 
disambiguates them, if necessary. 

In the following, ni denotes the name associated with entity ei. Lexical and 
structural relationships between entities are captured in our Thesaurus by means 
of the following conventional binary terminological relationships between entity 
names: 

USE, defined between entity names that  are considered synonyms because 
they represent the same class of real-world objects across schemas. We con- 
sider as synonyms: an acronym entity name and its expansion, singular enti ty 
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names and their plural, an entity name and its incorrectly spelled occurrences 
in different schemas (e.g., (Emp. USE Employee)). 

- BT (Broader Terms), defined between names of entities participating in gen- 
eralization hierarchies in the ER process schemas. In particular, (niBTnj) 
is defined for a pair of entities such that  ei is the generalization of ej in a 
schema (e.g., (Person BT  Employee)). 

- RT (Related Terms) defined between names of entities participating in a 
relationship in the ER process schemas (e.g., (Employee RT Department)). 

These binary relationships have an inverse relationship implied by them, 
which is also stored in the Thesaurus, to keep the Thesaurus consistent and com- 
plete. In particular, the inverse of BT is the NT (Narrower Terms) relationship, 
defined between a specialization entity and its corresponding generalization, that  
is, (n~BTnj) -* (nj NTn~); the inverse of the USE relationship is VF (Used For) 
relationship defined between synonym names, that  is, (niUSEnj) --* (nj UFni). 
The inverse of the RT relationship is RT itself, that  is, RT is symmetric. 

To evaluate entity similarity, we consider: 

- Explicit relationships, that  are defined in the Thesaurus. 
- Implicit relationships, that  can be derived from the explicit ones. They cap- 

ture the,paths of relationships and/or "is-a" links between entities in ER 
schemas involving at most three entities. In fact, we assume that  some degree 
of affinity exists between two entities due to the fact that  they participate 
in relationship with a third entity, or to the fact that  they have a common 
father in a generalization hierarchy, or a mixed situation (a relationship and 
an "is-a" link with a common entity). Longer paths are not considered for 
similarity purposes, because too weak affinities can be generally inferred 
from them, specially when paths are composed of relationships for which no 
inheritance semantics holds along the path. 

Since, in general, these relationships can occur more than once in the whole 
set of analyzed schemas, we distinguish also: 

- Homogeneous multiple relationships, (either explicit or implicit), that  is, re- 
lationships of a given type with k occurrences in the Thesaurus. 

- Heterogeneous multiple relationships, (either explicit or implicit), that  is, 
relationships of any type with k occurrences in the Thesaurus. 

To quantify the similarity between a pair of entities, we weight terminological 
relationships in the Thesaurus. We assign a strength a s  E [0, 1] to each type ~ of 
terminological relationship, to capture its implication for entity similarity, with 
O'USE/UF ~__ (YBT/NT ~__ O'RT" The higher the strength, the higher the similarity 
implication of a given terminological relationship. During experimentation, we 
used O ' U S E / U F  : 1, O ' B T / N  w : 0.8, and O'RT : 0.5. 

The similarity between two entities ei and ej belonging to different ER 
schemas is computed by means of a similarity coefficient, Sim(e~,ej) �9 [0, 1], 
which takes into account the type and the strengths of the explicit and implicit 
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relationships of ei and ej in the Thesaurus. The higher the number of rela- 
tionships for two entities in the Thesaurus, the greater the similarity coefficient 
computed for them. The similarity metrics are detailed described in [7]. 

De f in i t i on  1 E n t i t y  s imilar i ty .  Two entities el and ej are similar, denoted by 
e i , ' ~  ej, if their similarity coefficient S im(e i ,  ej)  is greater than or equal to an 
imposed threshold a > 0, that is, ei ~ ej +-~ S i m ( e i , e j )  >__ ~. 

3.2 S e m a n t i c  d i c t i o n a r y  cons truct ion  

In building the semantic dictionary, we start from the concepts at the bot tom 
level of the hierarchy, which are defined as representative of entities and opera- 
tions that  are similar. 

To identify groups of similar entities on the basis of the similarity coefficients 
computed for pairs of entities, we apply the complete link clustering technique [9]. 
This technique is generally used in information retrieval to classify documents 
according to similarity levels [16]. It is a hierarchical agglomerative technique 
which produces as the output a tree of entity clusters; each cluster has associated 
a similarity coefficient that holds for all possible pairs of entities belonging to 
the cluster. 

To identify groups of similar operations, we stay on a categorization based 
on the triplet (Operation, Cons-Object, Circ-Object), that  provides indications 
for classification according to [8]. In particular, the following clusters of similar 
operations are identified: 

1. "Exchange of objects with outside" (other processes, users). Operations per- 
taining to this cluster deal with information, documents and/or  material 
exchange, such as "Send retirement dossier to Administrator". Examples of 
operation names (i.e., verbs) occurring in process specifications are 'commu- 
nicate', 'deliver', 'display', 'distribute', 'give', 'obtain', 'present', 'receive', 
'show'. 

2. "Creation of objects". Operations pertaining to this cluster deal with gen- 
eration of objects, such as "Define a retirement dossier". Examples of verbs 
occurring in process specifications are 'compile', 'construct' ,  'define', 'make 
a draft of', 'make', 'prepare', 'produce', 'retire'. 

3. "Transformation of objects". Operations pertaining to this cluster deal with 
changes to objects, varying their identity, such as "Compose retirement re- 
quests". Examples of verbs occurring in process specifications are 'compact' ,  
'compose', 'cut',  'decompose', 'divide', 'join', 'merge', 'record', 'split'. 

4. "Modification/Observation" of the status of input objects. Operations per- 
taining to this cluster deal with modifications of objects while preserving 
their type, such as "Examine requests". Examples of verbs occurring in pro- 
cess specifications are 'check', 'choose', 'dismiss', 'examine', 'fill in', 'list', 
'protect', 'retrieve', 'select', 'sign', 'test', 'update'.  

5. "Deletion or removal of objects". Operations pertaining to this cluster are 
operations destroying objects, such as "Annul dossier". Examples of verbs 
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occurring in process specifications are 'annul ' ,  'cancel' ,  'delete ' ,  'el iminate ' ,  
'erase' .  

The names of entities and operations in defined clusters consti tute the start-  
ing point for defining the concept hierarchy in the semantic dictionary. In par- 
ticular, a bottom-level concept is defined for each cluster of names, on the basis 
of the characteristics and semantics of the enti t ies/operations within the cluster. 
The  concept defined for a cluster is the generalization of the enti t ies/operat ions 
associated with the cluster's names. Responsible for concept definition is the pro- 
cess analyst,  who examines the clusters and identifies a suitable concept name 
to represent all the cluster members.  Concept hierarchies are defined separately 
for entities and operations. The main methodological suggestions for concept 
definition are the following: 

- Enti ty name clusters: the concept name can be selected s tar t ing f rom the 
names of the entities belonging to a given cluster, or can be defined from 
scratch on the basis of the semantics of the entities within the cluster. The 
following cases can occur: 

1. Mult i - term names. 
For entities with mult i- term names, one (or more than one) term is (are) 
common to all the names belonging to the cluster, and the common 
term(s) denote a concept. This means that  the entity names are spe- 
cialization of a common generic entity. The common term(s) is (are) ex- 
t racted to become the name of the concept representative of the cluster, 
as illustrated in the example of Fig. 3. Here the concepts ~.mployee of  
Labour Ministry, Employee of Labour Inspectorate, and Employee 
are defined for each respective cluster, since they are common to all the 
names in each cluster. These concepts are at different levels of abstrac- 
tion in the hierarchy. 

2. Single-term names. 
For single-term names, if one name denotes an entity which is a gener- 
alization of the entities represented by the other cluster 's entities, the 
process analyst selects this name to become the concept name associated 
with the cluster. Otherwise, the process analyst selects a new generic 
name for the cluster's concept. 

3. Mixed names. 
This is a mixed situation, and the process analyst proceeds as in cases 1 
and 2, by considering the common term(s) of mult i- term names and the 
single-term names as candidates for the definition of the concept name. 

- Operat ion name clusters: the concept defined for a cluster corresponds to the 
type of the operation associated with the cluster. As a consequence, the con- 
cepts Exchange, Creation, Transformation, Nodification /Observation, 
and Deletion are defined, as illustrated in Fig. 4. 

Higher-level concepts in the hierarchy are incrementally abstracted,  if neces- 
sary, s tart ing from the bo t tom level concepts, by means of the generalization and 
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Fig. 3. An example of concept hierarchy for entities 

the aggregation abstraction mechanisms, taking into account also the knowledge 
about the standards, rules and conventions adopted in the Public Administra- 
tion. 

3.3 Acces s ing  t h e  s e m a n t i c  d i c t i o n a r y  

Concepts in the semantic dictionary are connected by means of links with other 
concepts in the hierarchy. Moreover, bot tom level concepts are connected by 
means of links with corresponding clusters of names. To operationally evaluate 
name affinity, we assign a strength a to links in the semantic dictionary (e.g., in 
our experimentation, we used ~ = 0.8). 

The affinity of two names depends on the length of the path between them 
in the semantic dictionary. The higher the number of links in the path between 
two names, the lower the affinity of the involved names. A path between two 
names in the semantic dictionary is denoted by the symbol ,,::~l,, where l > 0 
is the length of the path. The strength of a path ,:~l,, is computed as the 
combination of the strength of the involved links, using the monotonic function 
TN:  N • [0, [0, 1], with rN(l, ) = 

D e f i n i t i o n 2  N a m e  Aff in i ty  Coef f ic ien t .  The Affinity Coefficient A(ni ,  n j) 
between two names ni and nj is the measure of their affinity in the semantic 
dictionary computed as follows: 

1 if (ni = n j) 
A ( n i , n j )  = rN( l ,a )  if ni =:~l nj 

0 otherwise 

According to this definition, A(ni ,  nj) is a numerical value in the range [0, 1]; 
it is 1 if the names are identical, is the 7 "N strength of the path between them in 
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the semantic dictionary, and is 0 otherwise. An affinity threshold can be imposed 
to filter out the names with affinity. 

De f in i t i on  3 N a m e  Affini ty.  Two names ni and nj have affinity, denoted by 
ni ~ nj, if their affinity coefficient is greater than or equal to an imposed thresh- 
old fl > 0, that  is, ni " nj ~ A(ni, nj) >__ ft. 

4 T e c h n i q u e s  f o r  p r o c e s s  s i m i l a r i t y  e v a l u a t i o n  

Process similarity is evaluated on the basis of the descriptors associated with 
them, by comparing the involved features. Before illustrating how to measure 
process similarity, let us describe how feature similarity is determined for process 
descriptors. 

Two features f and f t  are comparable if they refer to the same set of names 
(i.e., entity names, operation names). The similarity between a pair of com- 
parable features in different process descriptors is a function computed on the 
names they contain. Let Pi be a process specification, and D(Pi) its correspond- 
ing descriptor. The notation D(Pi). f  indicates the name n or the set of names 
h i , . . . ,  nq specified in the feature f of descriptor D(Pi). 

Def in i t i on  4 F e a t u r e  s imilar i ty .  The feature similarity of a pair of compa- 
rable features f and f '  of process descriptors D(Pi) and D(Pj), denoted by 
Sim(n(Pi ) . f ,  D(Pj ).f~), is the measure of the affinity between their names, com- 
puted as follows. 
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A(n, n') 

Sim( D( Pi ). f , D( Pj ). f') = 2'IFI ID(PO.II+ID(PD.I'I 

0 

if .f, f '  are single-name 
and n ,,~ n '  

if f ,  f '  are multiple-name 

and F ~ 0 
otherwise 

where F = {(n,n') In  �9 D(Pi).f,n' �9 D(l~).f ' ,n ,,, n'} is a set composed 
of the pairs of names of D(Pi).f and D(Pj).f' that  have affinity, and notat ion 
I D(Pk).f I indicates the number of names contained in feature f of the descrip- 
tor D( Pk ). 

Definition 4 states that  the similarity of two comparable features is the affin- 
ity coefficient of their names in the semantic dictionary, if both features contain 
only one name, is the number of their names that  have affinity multiplied by two 
and divided by the total number of their names (Dice's metric [16]), if features 
contain more than one name, and is 0 otherwise. According to the Dice's metric, 
an affinity mapping 4 is defined between the names of two compared features 
D(Pi).f and D(Pj).f'. We require a 1 - 1 mapping, that  is, each n E D(Pi).f 
is mapped into at most one name n' E D(Pj).f' and vice versa. The set F is 
composed of the pair of names (n, n') participating in the affinity mapping 4.  
The mapping 4 can be total or partial. 4 is total if for each name n E D(Pi).f 
there exists a corresponding name n' E D(Pj).f' with affinity, and vice versa. 4 
is partial if some name in D(Pi).f or in D(Pi).f' is left unmapped. The greater 
the number of pairs that participate in 4,  the higher the feature similarity. 

The similarity between two process specifications is computed with respect to 
the involved entities (entity-based similarity) and to the performed functionality 
(functionality-based similarity), by means of proper similarity coefficients. 

4.1 E n t i t y - b a s e d  s imi la r i ty  

D e f i n i t i o n  5 E n t i t y - b a s e d  s imi l a r i t y  coeff ic ient .  The Entity-based similar- 
ity coefficient of two process specifications /9/ and Pj having descriptors D(P/)  
and D(/~) ,  denoted by ESim(Pi,/~), is the measure of the similarity of their 
comparable and equal features related to input and output  entities: 

ESim(Pi, Pj) = E Sim(D(Pi).f, D(Pj).f) 

where ~ =  {I-Object,O-Object}. 

Definition 5 states that  the entity-based similarity of two process specifica- 
tions is the sum of the similarity of their comparable and equal features related 
to the input and output  entities. According to what stated for name affinity co- 
efficients, ESim(Pi, Pj) can assume values in the range [0, 2]. It has value 0 when 
all features f E ~ are not similar; it has value 2 when both features I-Object and 
O-Object have similarity equal to 1. 
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4.2 Func t iona l i ty -based  similari ty 

D e f i n i t i o n  6 Funct iona l i ty -based  similari ty coefficient. The Functionality 
-based similarity coefficient of two process specifications Pi and Pj having de- 
scriptors D(Pi) and D(Pj) ,  denoted by FSirn(Pi,  Pj), is the measure of the 
similarity of their comparable and equal features related to functionality: 

FSim(Pi, Pj) = Z Sim(D(P~).f, D(Pj).f) 
fE~ 

where ~ = {Operation, Cons-Object, Circ-Object}. 

Definition 6 states that the functionality similarity of two process specifi- 
cations is the sum of the similarity coefficients of their comparable and equal 
features used to describe process functionality. This coefficient returns a simi- 
larity value in the range range [0, 3], depending on the number of features that 
have similarity, and on the feature similarity value Sire. 

5 A m e t h o d o l o g i c a l  f r a m e w o r k  f o r  p r o c e s s  u n i f i c a t i o n  

The term "unification" is used to denote the combination of process specifica- 
tions by identification of semantic correspondences between them, as inspired by 
literature on semantic heterogeneity [14]. 

The goal of our work is to facilitate Information Systems interconnection and 
interoperability by constructing a unified process architecture. In the proposed 
approach, we distinguish two steps. First, naming and structural conflicts be- 
tween process specifications must be detected and resolved with the help of the 
semantic dictionary. Second, semantic correspondences between process specifi- 
cations must be identified for their combination. 

5.1 Confl ict  resolut ion  

Conflicts have been widely studied in schema integration literature [3]. They are 
generally classified as follows: 

- Name conflicts. These conflicts arise in presence of homonym and/or syn- 
onyms. 

- Structural conflicts. They are distinguished in type conflicts and link con- 
flicts. The former arise when the same concept has been modeled using dif- 
ferent constructs. The latter arise when the same entities are related through 
different types of links, or through links having different integrity constraints 
(e.g., relationships with different cardinalities). 

In our approach, the availability of the semantic dictionary allows the schema 
analyst to properly handle the problems to gain good resolution. In particu- 
lar, the semantic dictionary allows the normalization of entity and operation 
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names used for semantically similar processes, according to the concept hierar- 
chy therein contained. In addition, for structural conflicts, the process analyst 
examines the ER schemas associated with the entity names contained in the 
same cluster in the semantic dictionary, and decides how to resolve them on the 
basis also of his own experience and knowledge on the Public Administration 
rules. In general, structural conflicts are resolved by selecting one representation 
as the reference representation for the involved similar process specifications, as 
described in [5]. 

5.2 S e m a n t i c  c o r r e s p o n d e n c e s  

Semantic correspondences are established between processes on the basis of their 
level of similarity. Given two process specifications Pi and Pj with associated 
descriptors D(/~) and D(Pj), three significant cases can be identified: 

1. Semantic equivalence. This is the strongest measure of similarity between 
two processes, and indicates that Pi and /~ represent the same real-world 
activity. With respect to our similarity coefficients, two processes are seman- 
tically equivalent if: 
(a) ESim(Pi, Pj) = 2 and FSim(P~, Pj) = 3 and 
(b) a total 1 - 1 mapping �9 is defined for names of each comparable feature 

of D(Pi) and D(Pj) and all names in the affinity pairs are equal. 
As a consequence, two semantic equivalent processes present the same in- 
volved objects and the same functionality. 

2. Semantic relationship. This is a weaker measure of similarity between two 
process specifications than semantic equivalence, and indicates that  Pi and 
Pj represent partially overlapping real-world activities, that  is, activities per- 
forming similar functionalities on similar data. With respect to our similarity 
coefficients, two processes have a semantic relationship if: 
(a) 1 < ESim(Pi,Pj) < 2 and 2 < FSim(Pi,Pj) < 3 and 
(b) a 1 - 1 mapping 4~, either partial or total, is defined for names of each 

comparable feature of D(Pi) and D(Pj). 
As an example of processes with semantic relationship, let us consider the 
processes P2 and P3, recording the absences of employees, whose descriptors 
D(P~) and D(Pz) are shown in Fig. 5 and in Fig. 6, respectively. We have 
that  ESim(P2, P3) = 2 because �9 is total for both features I-Object of P2 and 
P3 and O-Object of P2 and P3. In fact, Employee of Genera l  Management 
of Cooperationof P2 and Employee of Professional Orientation Office 
of P3 have affinity, because they refer to the same concept Employee in the 
semantic dictionary, while remaining entity names in the considered features 
are equal in both descriptors 0(I='2) and D(P3). FSim(P2, P3) = 3 because 
both process operations refer to the T r a n s f o r m a t i o n  concept in the se- 
mantic dictionary, the circumstantial objects have affinity in the semantic 
dictionary, and the constitutive objects are equal in both descriptors. 

3. Commonality. This is the weakest measure of similarity between two process 
specifications, and indicates that  Pi and Pj represent overlapping real-world 
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Personnel Absence 

(Functional area): 
(I-Object): 

(O-Object): 

(Operation): 
(Cons-Object) :  
(Circ-Object): 

Recording 

General Management of Cooperation 
{ Employee of General Management of Cooperation, 
Present Employee } 
{Employee of General Management of Cooperation, 
Absent Employee } 
Record 
{Employee of General Management of Cooperation } 
{ Presence Card } 

Fig. 5. An example of process descriptor (D(P2)) 

Absence Recording 

(Functional area): 
(I-Object): 

(O-Object): 

(Operation): 
(Cons-Object) :  
(Circ-Object): 

Central Office for Professional Education and Orientation 
{Employee of Professional Orientation Office, 
Present Employee } 
{Employee of Professional Orientation Office, 
Absent Employee} 
Record 
{ Employee of Professional Orientation Office } 
{ Presence Card } 

Fig. 6. An example of process descriptor (D(P3)) 

activities, with respect to their manipulated data and/or functionality. With 
respect to our similarity coefficients, two processes have commonality if they 
do not fall in the categories 1. and 2. and if ESim(Pi, Pj) >_ ~ and/or 
FSim(Pi, Pj) >_/3, where c~ and/~ are similarity thresholds defined by the 
process analyst to filter out similar processes. This means that a partial 1 - 1 
mapping �9 is defined for names of a subset comparable features of D(Pi) 
and D(/~). As an example of processes with resemblance, let us consider 
the processes P1 and P2, whose descriptors D(P~) and D(P2) are shown in 
Fig. 1 and in Fig. 5, respectively. For them we have that ESim(P1, [2) = 
1.66, since similarity of features D(P1).I-Object and D(P2).I-Object is 0.66 
because the entity Employee of Labour In spec to ra t e  of P1 has affinity 
with Employee of General Management of Cooperation, while similarity 
of features D(P~).O-Object and D(P2).O-Object is 1 because the two entities 
specified in D(P1).O-Object have affinity with the two entities specified in 
D(P2).O-Object. Moreover, FSim(P1, P2) = 0.512. In fact, operations of P~ 
and P2 do not have affinity since they refer to different operation concepts 
in the semantic dictionary (i.e., Creat ion for P1 and Transformation for 
P~, supposing an affinity threshold fl - 0.5 for operations). The similarity 
between features D( P1). Cons-Object and D( P2 ). Cons-Object is 0.512, which 
is the affinity value of Employee of Labour In spec to ra t e  and Employee 
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of General Management of Cooperation in the semantic dictionary. Fi- 
nally, the similarity of features D(P1). Circ- Object and D(P2). Circ- Object is 
0 because Employee d o s s i e r  and P resence  ca rd  do not have affinity in 
the dictionary. 

5.3 Process  unif icat ion 

Once naming and structural conflicts have been resolved, it is possible to proceed 
to the construction of a unified architecture of semantically related processes. 
Depending on the type of semantic correspondence, the following cases are iden- 
tified: 

1. Process paradigm. 
For semantic equivalent processes, we say that  a "process paradigm", i.e., a 
standardized definition of the process can be defined. Process paradigms are 
reference specifications that can be reused in developing new applications 
similar to existing applications, and can guide maintenance and evolution 
strategies. 

2. Process hierarchy. 
For semantically related processes (e.g.,/92 and P3), we say that  a "process 
hierarchy", i.e., an "is-a" hierarchy, between them can be defined, over the 
involved functionalities and, possibly, the objects. According to "is-a" hier- 
archies, features of supertype and subtype are properly distributed. Use of 
process hierarchies is the basis for accommodating multiple user perspectives 
on comparable, semantically related processes. 

3. Process cluster. 
For processes with commonality (e.g., /91 and P2), we say that  a "process 
cluster", i.e., a group of processes related by a similarity value, can be de- 
fined. Clusters are useful to facilitate browsing of domain knowledge by clas- 
sification for significant features. For example, rather high entity similarity 
and low functionality similarity coefficients for processes in a cluster can in- 
dicate the existence of information flows between the processes in the cluster, 
which can be examined to possibly reconstruct macroprocesses. Identification 
of information flows between processes and reconstruction of macroprocess 
is discussed in [6], where suitable Closeness coefficients are described for this 
purpose. 

6 Supporting tools 

An environment to support the process analysis techniques previously illustrated 
has been developed, based on a repository developed by the AIPA for storage of 
the ER schemas and the information in process specifications. The implementa- 
tion environment is PC-based, using Access 2.0. The AIPA repository provides 
functionalities for visualization of schemas and associated information, both  with 
textual  information format and with a simple graphical editor for ER schemas. 
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Concerning process analysis support, the following functionalities have been 
implemented: 

- Definition of process descriptors; the tool extracts features related to ob- 
jects (i.e., I-Object, O-Object, Cons-Object and Circ-Object) directly from 
the schemas stored in the repository; the Operafion feature is interactively 
specified by the process analyst on the basis of the process specifications 
retrieved from the repository. 

- Construction and consultation of the Thesaurus. The Thesaurus is automat- 
ically constructed in form of Access tables, by analyzing the ER schemas 
stored in the repository. A separate table is defined for the USE relationship 
for optimization purposes; spelling checker tools are employed to identify 
equivalent entity names. The tables for BT/NT and RT relationships are 
constructed by inserting a row for each pair of entities connected by means 
of an "is-a" link or participating in a relationship, and by inserting the 
corresponding ~ value for the involved relationship. Functionalities for the 
consultation of the Thesaurus have been implemented to support: 
1. the selection of a pair of entities and the computation of their similarity 

coefficient; 
2. the selection of an entity ei and the retrieval of the entities that are 

similar to ei, with a similarity coefficient Sim greater than or equal to 
a (interactively set) threshold; 

3. the section of an entity and the retrieval of the entities of the Thesaurus 
that have a relationship with ei in the Thesaurus. 

- Grouping of similar entities into clusters, using the complete link clustering 
technique. Entities are submitted to pairwise similarity comparisons, and 
the similarity matrix is generated for the complete link clustering algorithm. 
The entity clusters obtained with the technique are presented to the pro- 
cess analyst as a tree of entities, similarly to the interface presented in [17]. 
Starting from the defined clusters, it is possible to interactively extract the 
corresponding concepts, on the basis also of the structure of names included 
in the cluster. Defined concepts are automatically associated with the cluster 
from which they are extracted. Clusters for operation names are interactively 
defined for each category of operations, and the type of operation becomes 
the concept associated with the corresponding cluster. A graphical inter- 
face is under development, to show the clusters of similar names and their 
corresponding abstract concepts. 

- Process similarity evaluation, based on the entity similarity and the function- 
ality similarity coefficients. The process analyst can select from a menu the 
coefficient(s) to be used for similarity computation, and a reference process 
for similarity evaluation. The user of the process analyzer can also choose to 
produce reports retrieving all processes related to the reference process in 
decreasing order of similarity, which are the basis for the unification strate- 
gies. 
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Retrieval and graphical presentation functionalities have been realized using 
the development environment provided by Access. 

7 R e l a t e d  w o r k  

The problems discussed in the paper are related to researches concerning seman- 
tic heterogeneity in multidatabases and process reengineering. 
Semantic heterogeneity. 
Techniques to identify semantic similarity between data are essential in federated 
database systems, in view of schema integration and query processing activities 
[19]. Recent approaches to deal with semantic heterogeneity suggest the use 
of advanced data dictionaries, where taxonomies for the data in the federation 
are defined to provide flexible query processing facilities. In [4], a hierarchical 
data structure called "Summary Schema Model" is proposed, where concepts 
represented in the federation schemas are mapped to a pre-defined taxonomy, 
organized at different levels of abstraction according to linguistic relationships. 
Here, a manual activity is required to map concepts of local databases into a 
corresponding taxonomy term. In [15], fuzzy techniques are discussed to evaluate 
the semantic similarity between classes in different conceptual schemas. The pro- 
posed techniques exploit both an associative network of terms and the knowledge 
about the semantic relevance of attributes to classes, which are properly com- 
bined by means of similarity functions. In [14], a semantic dictionary architec- 
ture is proposed for multidatabase systems, where federated generic knowledge 
is organized according to pre-defined semantic relationships, which provide sup- 
port for retrieval of information similar or related to the information managed 
in a local database. Also in this case, a manual activity is required to spec- 
ify the relationships for the objects of different local schemas in the dictionary. 
Our approach tries to limit the manual activity required to build the semantic 
dictionary for the ER schemas, by identifying concept hierarchies from the The- 
saurus, instead of referring to pre-existing taxonomies. Thesaurus relationships 
are automatically extracted from the ER schemas available in the repository. 
The concept hierarchy obtained in this way is more specific than a pre-defined 
taxonomy, but has the advantage of capturing similarities between entities on 
the basis of their actual use. However, a manual support is required to the pro- 
cess analyst to abstract higher level concepts in the hierarchy. The development 
of a semi-automatic technique for the semantic dictionary construction has been 
an essential requirement of our work, due to the large number of conceptual 
schemas and process descriptors to be analyzed. 
Process reengineering. 
In the area of process reengineering, workflow specifications are studied to pro- 
vide formal descriptions of processes of an organization and workflow manage- 
ment systems for their implementation are available to facilitate process analysis 
and reengineering [11]. A conceptual description of tasks, executing entities, and 
task coordination constraints for business processes of an organization facilitates 
process understanding, evaluation and redesign to optimize existing processes 
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and adapt them to changing requirements. In reengineering processes at the 
technological level, new software lifecycles are required, to adequately represent 
reengineering processes in the lifecycle and support software development based 
on existing legacy software, to acquire and (re)use the domain knowledge therein 
contained [1]. In [2], data reverse engineering techniques are discussed, to sup- 
port reengineering and cross-functional integration of information systems in the 
Public Sector, focusing on techniques to address data disintegration problems 
in large organizations. In this framework, our similarity techniques constitute a 
support to perform process analysis in view of reengineering. Process descriptors 
provide a high-level description of processes, pointing out the interaction aspects 
between processes in form of data exchanges. Similarity techniques help the pro- 
cess analyst in identifying groups of processes manipulating the same or similar 
data, and groups of processes that are candidate to constitute a macroprocess, 
which are a good basis to evaluate data distribution strategies and process op- 
timization interventions during reengineering. 

8 Concluding remarks 

In the paper, we have presented an approach to support information system 
process reengineering at a conceptual level, by addressing issues related to pro- 
cess specification comparison and unification. In particular, we have proposed: 
i) techniques for analyzing a large set of process specifications, based on the 
construction of formM descriptors, providing a high-level characterization of the 
processes in terms of manipulated data and performed functionality in a given 
functional area; ii) techniques for evaluating data and functionality similarity be- 
tween different processes, based on the construction of a Thesaurus, capturing 
the semantics of the ER schemas associated with processes, and of a seman- 
tic dictionary, where a concept hierarchy is introduced to provide the process 
analyst with aggregated and generalized knowledge for entities and operations; 
iii) a methodological framework for process unification, to identify groups of 
semantically related processes that can be considered together in reengineering 
interventions, because they perform similar operations and/or involve similar 
data. 

Actually, entity attributes are not considered for entity affinity evaluation, 
because they are specified only for a restricted number of ER schemas in pro- 
cess specifications. However, the approach can be easily extended to include 
attributes. One way to extend the approach is to define a terminological re- 
lationship in the Thesaurus representing the attributes of an entity (e.g., CT, 
Component-Terms), which is used to determine the affinity coefficients together 
with existing terminological relationships. A second way is to apply the present 
approach to attribute names separately, that is, a Thesaurus of attribute names 
is constructed and clusters of similar attributes are derived on the basis of the 
affinity coefficients computed on the Thesaurus. An attribute hierarchy can be 
defined for attribute clusters similarly to the approach for schema integration 
presented in [18]. Entity affinity is then evaluated on the basis also of the at- 
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tribute hierarchy. The presented tools are being experimented and their exten- 
sion is under investigation. 
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