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Abstract. Existing approaches to integrating ITS and CS@lvironments
have not attempted to model theollaborative interaction between
human learners irorder to exploitits pedagogicalpotential. Wepresent
an approach to modelling suchnteractions and studentsunderlying
beliefs, within the framework of a CSClenvironment designed for
learning the concept of energy in physics (C-CHENH)e environment
is based orflexible structuring of the collaborative interaction using a
specially designedcommunication interface, and @ialogue grammar.
We propose three types afitomatic guidance that could Ipeovided on
this basis.

1 Introduction

Although CSCL designers have usualtpncentrated on designing tools for
collaborative interaction, some attempts have been made to integrate aspects of
Al and Education research into collaborative educational environnfergs [6],

[10], [13]). Nevertheless, these systems have not yet attempted to exploit the
pedagogical potential of thmteraction between human learners. The goal of
this paper is therefore to describe an approach to modellingintieeaction
between collaborative human learners and their underlying beliefs, with a view to
generating guidance within the framework of awchitecture of aCSCL
environment called “C-CHENE! designed for teaching the concept of energy in
physics.

We view the students' collaborative interaction both as a sdrooewhich
students’ beliefs can be (partially) inferred, and as a ‘domain’ to be modelled and
'tutored' in its own right. Théatter depends on identifying and encouraging the
occurrence of interactionforms that favour learning, such as “giving
reasons/explanations [7], joint participation and productive resolution of conflicts.
Our approach termed flexible structuring - involves constraining the students'
interaction by providing a limited set of dialogue moves (in the form of buttons or
menu items to be selected), whose design was based on analysis of 'free' network
interactions and explicit models of collaborative dialogue ([&]). Use of
particular dialogue moves is not howevenforced as in approaches based on
interaction "scripting" (e.g. [22]), or normative dialogue grammi@mf]. This
leaves open the question aswben a particularform of theinteraction should
be imposed automatically by the system. More generally, suochimanunication
interface based on graphical interaction lightens students' typing load, thus
enabling them to concentrate on a more knowledge-based interaction. From the

1 "C-CHENE" =Collaborative"CHaine ENErgétique"/"Energy Chain".



system’s point of view, some natural language understanding problems can be
avoided.

After describing the general architecture of C-CHENE, we focus on two of its
components : the communication interface, with its underlying dialagodel,
and belief inference mechanisms. In conclusion we describe autoguatdance

strategies that could operate on the basis of these componentsjeaadbe
future work.

2 C-CHENE - a CSCL Environment for Learning Modelling in
Physics

C-CHENE wasdeveloped as an experimental CSCL environment, within the
framework of a long-term research project tmaching and(collaborative)
learning of modelling in physics. Previous research has been carried out on
analysing and Al modelling of students' modelling processes ([21], [9], [4]).
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Fig. 1 C-CHENE architecture



The task studied requires students (16-17 years old)(ctm)construct
qualitative modelsfor energy storage, transfer and transformatfon simple
experiments ("energghains"y, using a specially designed graphigaterface.
Students worked in pairs at @istance in anetwork (SUN / ShowMe),each
having their own physics experiment available, a text describing the problems to
be solved, as well as the same graphical and specially destgmechunication
interfaces projected simultaneously onto his/her personal computer screen.

The architecture o€-CHENEcan be understood by following the ddataw
from the top to the bottom of Figure 1. Collaborative activity is carried out within
the communication and graphic (energy chain construction) interféses
Figure 2). The resulting student interactigommunicative acts *CA"s) and
energy chain constructions (graphical interface actions) are written to a file as
they occur. The full trace of the collaborative problem-solving activitythisn
structured according to a normative dialogue grammar (§88g Dialogue
analysis and belief inference is begahthe end of a problem-solving session.
Beliefs are inferred on the assumption that graphical interface achopky
agents' beliefs in the change of state produced, and on the basis of standard
sincerity conditions and effects of CAs, with their relations to the previous
interaction.

Students’ beliefs spaces are then entered into a JIYSAny incoherencies
with the theory of energy in physics are tagged. Opportunfesproviding
guidance are then identified based on the structured trace, the dialogue grammar
and representations of the students' belief systems (see 85).

3 Designing and Modelling the Collaborative Problem-solving
Interaction

Figure 2 shows thecommunication interface (redrawn - the original is in
French). The upper section of the screen shows the fareanergy chain
construction (with appropriate menus), and the lower the communicatiea.
The lower part of the communication area contains a set of buttons to be used by
both students for performing different communicative acts, and the upper part the
ongoing interaction history displayefdr the students. The interaction history is
viewed as an important resource in collaborative dialogue since it provides a
common objective reference to previous activity that may encourefjection
and more effective collaboration ([8], [15]).

Providing a limited set of buttons was intended to ease the typing loadl|hs
as encourage the students to engage in certain preferred communécatinges
(e.g. using the[Because ...] button to give reasons and explanations for
intermediary solutions). It was not obvious to us that the students woudlbe
to introspect on and 'classify' their owosommunicative actions. Analysis of
interaction transcripts, however, showed that the [l think that ... ] button (a
‘catch-all') was used infrequently, and that where students could typetdee

2 See upper part ofFigure 2for an Erroneous) example of an energyhain
constructed bywo students for a circuit where a bulb dennected to dattery by two
wires.



the communicative act actually realised corresponded generally tetthatated
by the CA button concerned.

The set of CA buttons provided was designed on the basis of analysis of a
corpus of '‘chat-box' interactions witle-CHENE using existing models for

conversation [16], information dialogud8] and collaborative problem-solving
dialogues [1].

User Type Reservoir Transformer Transfer
energy chain
fransfer N 4 ;
reservoir [ giccirical current transformer graphical construction
area
battery P transfer bulb
N ]
electrical current
buttons for switching
construct between construction
communicate and communication
[~~~ modes
Interaction History
1: jon: | propose to create a reservoir
2: mary : Why? |
3: jon: | think that the current that goes |
into the bulb must come back to the battery| \
4: mary: |don't agree communication area

Construct the chain Come to agreement
L think  hat...
| don't know
What is its name?, Manage the interaction
Where do we start?,
Cusair) Cwake uo)
( From what to what? )
(Yougo ) (ritgo )
Do something else (\what should we do now? )
Read the handout
( Look at the experiment )

Fig. 2 C-CHENE communication and graphics interfaces

Three fundamental distinctions are drawn upon in the design of the interface :

(1) Task-orientedCAs, whose primary function is to accomplish the dialogue-
external task (e.g. transfer of information, problem-solving), are distinguished
from dialogue control CAs, whose function is to keep the dialogue itself 'on
track' (e.g. attitudinal reactions such §Kk] or [Not Ok], perception and
understanding, dialogue structuring such as opening and closing)di$tirection



is reflected in the organisation of the two basic columns of buttons in the
communication interface (task-oriented = left column ; dialogue contraght
column).

(2) Initiative /reactive CAs. This distinction isreflected in the different
types ofsemantic contentof CAs. Initiative acts, such as [I propose to ...][ltw
name is ...] generally introduce a n@nopositional content, determined here by
selection on a hierarchical set of menus that are displayed once the CA button is
clicked (e.g. following [l propose to ...], the student csglect one of {<create a
reservoir>, <create &ransformer>, ...}). Other acts refer either tioe dialogue
itself (e.g. [Are we doné]), or, in thecase ofreactive CAs, to propositions
expressed in previous CAs (e.g. [Why?]). Finally, some CAs have a cdhgnt
is a (presently unanalysed) free text string (e.g. [l think that...]).

(3) We draw on the well-known distinction between different types of
illocutionary acts(e.g. QUESTION function, REQUEST function, ASSERTION
function, etc.), each of which has specific sincerity conditions and effects on the
dialogue context.

In terms of these three distinctions, the specific '‘UApropose to...]<create
a reservoir>" is,for example, task-oriented (it aims to achieve thgroblem-
solving task),initiative (it does notreact to a previous CA), and has &FFER
communicativefunction (see [1]). Its mostcharacteristic sincerity condition is :
"Speaker believes that if Hearer accepts that Spepkgbrmsaction p,then
Speaker will perform it".

However, the standard attitudes underlying CAs, considered in isolffation
their insertion in the dialogue sequence, are insufficiiantinferring all the
relevant attitudes, precisely because certain aefsite to previous ones.
Consider Figure 3, takefrom a collaborative problem-solving session involving
real students.

1: A: [l propose to...] <create @mansfer>

2: B :[Why?]

3: A : [ I think that...] "the current that goes intothe bulb must come back to the
battery"

4: B : [l don't agree]

Fig. 3 Example dialogue sequence

Apart from the problem of determining théentity of the transfementioned
in line 1, should the system assume from line 4 that studeiuteB not agreeavith
the reasonstudent A givedor the proposed transfer creation, or rather that the
student does agree with the reason givennbtithat it constitutes gustification
of the first proposal. Thiexample illustrates the necessity of maintaining a
relational if not hierarchical representation of a dialogue ([14], [16]) from which a
system can infer beliefs. Awaiting construction of such a compbgteesentation,
this necessity can be obviated in part by constrainingptissible relations using
a normative dialogue grammar, as described below.

Although it is highly questionable as to whether there could beszriptive
grammar of dialogue (see.g. [12]), it is nevertheless possible to define a
normative one, i.e. one to which a given natural dialogueeigected, or
constrained, taconform. In ourcase,such a normative grammar is designed to



constrain the students to certaiorms of interaction thatfavour learning (in
conjunction with the guidance generation module), and to facilitate inference of
students' beliefs. We therefore term the grammar "Dialogue For Learning" (DFL).

current CA under analysispossible relations to previouSA’s

ASSERT ASSERT, OFFER, REQUEST
OFFER OFFER
REQUEST ASSERT, OFFER

Fig. 4 Selected examples of relations between communicative acts

DFL is largely based on Sitter & Stein[20] ATN-network for information-
seeking dialogues. The edges in the network are dbeamunicative acts
available inC-CHENE's communication interface. Figure ghows part of the
grammar ; the first column shows the current CA under analysis, and the second a
set of CAs produced in the previous dialogue to which it could relate. In
traversing the network, the system gathers some ofreétetions between the
communicative acts in the dialogue.

dialogue (A,B) D o
offer (A,B) reject (B,A
1 - — - - 2
I_J dialogue (B,A, solicit contextual information)
request (B,A) promise (A,B)| assert (A,B)| be discontented
(B,A)
A : offer A assert
[l propose B : request ) [I think that...] B : reject
to...] Why? (jump) the current (jlump) [I don’t
[create a that goes into agree]
transfer] the bulb must

come back to
the battery

Fig. 5 Representation of dialogue grammar relations shown in Figure 4

Figure 5 shows relations between Cfes the example dialogue sequence of
Figure 3, in the formalism of Sitter and Stein (op.cit.). The relevant part of the
DFL is, however, insufficienalone to establish precisely these relatiosfce
the grammar only defines space of previous CAs to which the current one
could relate. Thusfor example, theREQUEST of line 2 (Figure 3xould,
according to Figure 4, relate back to either an ASSERT or an OFFERisIn
case, given thaonly this sequence is being analysed, the OFFER (line 1) is
selected as thenly possibility. On otheoccasions, heuristics must be used to
select between alternatives. For example, the ASSERT of line 3 is assumed to be
providing the information requested in line 2, rather than being an ass#rdbn
elaborates on the offer of 1, since 2 is m@eent



4 Inferring and Maintaining Students’ Beliefs

The beliefs that could be inferred from tb&ample dialogue sequence in Figure
3 are shown in Figure 6. For example, the last column last line (inferredliinem
4 in Figure 3) shows that C-CHENE has no information concerning student B's
beliefs about the object "current”. In additiob;CHENE believes that student B
does notbelieve that transfer3 should gmm the bulb to the battery. Thigrst
column and line reflects the fact that student A is aware of student B's beliefs.
C-CHENE represents beliefs attributed to each of the students, incltitisg
that the students are held to ascribe to eatifer. Beliefs are nested in the
manner described by Ballim and Wilks [Bach belief beingyroupedaccording
to the topic of its proposition and the agent who possesses it. Wittadutal
language interpretation, DFL is unable to &g relevant justifications as such.
The beliefs and justifications thatre inferred (propositions or text strings) are
placed into a dependency network using a JTMS.

System C-CHENE'deliefs...

... about student A’s beliefs ... about student B’s beliefs
1: Ba((transfer3 1: Bg(B a((transfer3
(is-a-transfer(transfer3)))) (is-a-transfer(transfer3)))))

3: Ba((transfer3 3: Bg(B aA((transfer3
(is-object(transfer3,current)) (is-object(transfer3,current))
(goes-from(transfer3,bulb)) (goes-from(transfer3,bulb))
(goes-to(transfer3,battery)))) (goes-to(transfer3,battery)))))

4: Bp(Bg((is-object(transfer3,? 4: Bg((is-object(transfer3,?
(~B3(goes-from(transfer3,bulb)) ~Bpg(goes-from(transfer3,bulb))

(~B3(goes-to(transfer3,battery)))))))) ~Bpg(goes-to(transfer3,battery)))))

Fig. 6 The students' beliefs inferred from the dialogue example

Several problemsor students’ belief modelling in CSCL, well identified for
student modelling in classical ITS systems (see e.g. [3], [19]), must be dealt with,
such as :

» modification of a student’s belief space after (s)he changes his/her mind ;

» modification of a student’s belief space subsequent to different types of
guidance ;

« ramifications of the above modifications for the rest of the belief space.

The beliefs inferred by C-CHENE anmecessarily incomplete whicmeans
that any guidance based on this inference must necessarily be non-directive or
negotiative [17].

5 Guidance Strategies

We propose three main bases on which these architectural components could be
used for generating guidance :

(1) domain-relatedbeliefs - detecting and pointing ouho-goods"between
students’ beliefs and the domain-rules for modelling energy in physics ;



(2) collaborative interaction forms - ‘preferring’ interactions where for
example :

* both partners make relativelgqual contributions to problem solving,

 partners proposeexplanationsfor intermediary problem solutions gxternalisation

reflection -> cognitivechange),

« domain-related CAs occur to a greater extent thearaction-control CAs.

(3) communicationproblems - helping to resolve ‘discrepanciedietween
students’ models of each others’ beliefmiscomprehensions)rom the system’s
point of view.

In addition, the display of the dialogue history provided students can be
exploited here, since failure to take into account previous statememtstions
in the ongoing discussion can be pointed out.

6 Conclusions and Further Work

At the present state of owesearch, the new communication interfaspecially
adapted to the architecture of-CHENE, has beenimplemented and
experimented witlgroups of students. The set cbmmunicative acts habeen
defined and represented, as has the dialogue grammar. An experitbehédl
system has been implemented, and appropriate belief inferencenaintenance
mechanisms are still being specified, in close relation with analysis of the
dialogue transcripts produced in the experiments. So far we havertheless
been able to progress wittpecification of the complete architecture and to
identify some of the major research problems to be addressed, including the
identification of relations between dialogue utterances and the implications of
this problemfor belief inference. These are difficult problems given thaist
existing work onbelief system already assumes beliefs to be derived, and thus
concentrates on the internal maintenance mechani€us.future research will
therefore concentrate aefining the existing belief inference andaintenance
techniques, and on developing/evaluating the above mentioned mechanisms for
detecting opportunities for providing educational guidance.
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