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Abst rac t .  This paper presents a method for automatically translating 
natural language specifications into temporal logic. Using this method, 
users may express complex specifications in relatively free natural lan- 
guage, allowing multi-sentence specifications, the use of pronouns instead 
of repeating the description of previously mentioned objects and com- 
plex temporal relations. These specifications are translated into tempo- 
ral logic, while ensuring the correctness of the translation. This approach 
overcomes a well-known obstacle of applying model-checking industrially. 
In contrast to prior attempts, the translation is linguistically based on 
a modern formalism for discourse representation. An implementation of 
this translation method is presented in one of the modern computational 
linguistics systems. 

1 I n t r o d u c t i o n  

Temporal logic based verification using model-checking has proved to be a use- 
ful and effective method for verifying finite-state concurrent systems. A recog- 
nized problem in industrially applying this verification technique is making the 
specification formalism more intuitive and easy to use. In practice, designers of 
computerized systems either lack sufficient training in formal methods, or find 
the specification formalism un-intuitive and inconvenient. Thus, the formulation 
of specifications often becomes a two stage process: 

1. Specifications are written in natural language (NL). 
2. These specifications are manually translated into temporal logic (TL). This 

is done according to the intuitive understanding of the translator, who has 
to contend with the imprecision and ambiguity of NL and with the subtle 
interpretation of TL formulae. 

The frequent occurrence of imprecision in this translation is discussed in 
[4], who propose an automatic translation tool, based on a direct mapping be- 
tween TL formulae and NL constructs. This method allows designers to express 
specifications in NL, but severely restricts the source language according to the 
structure of TL. Thus, the full power attainable by computational linguistic 
methods is not attained. It is not clear whether their system is grounded on any 
sound linguistic theory. 
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In [5], the translation of NL specifications of logic programs into Prolog is 
discussed. Input specifications in 'controlled' NL are automatically translated 
into Prolog clauses through an intermediary representation in a linguistic theory 
called Discourse Representation Theory (DRT) [8]. These clauses serve as a Pro- 
log knowledge base, which may be executed and queried, and also paraphrased 
back in NL. 

In this paper, we describe a novel translation method, which also uses DRT 
as an intermediate representation level. We largely enhance the NL constructs 
which may be translated, abstracting away from the target TL, and allowing 
the use of much freer, more natural language. Instead of isolated formula-like 
sentences as in [4], we deal with sequences of inter-connected specifications, 
which we term specification discourses (SDs). Our method allows a t reatment  of 
complex NL constructs such as: 

- NP anaph0ra-  the use of pronouns instead of repeating a full description of 
an object. 

- Complex temporal  expressions~ which are crucial for TL verification. Ex- 
pressing such properties is one of the major  difficulties, which hinders de- 
signers from using TL directly~ This is a major  advancement over the treat- 
ment of temporal  expressions in [5], who use the temporal  capabilities of 
DRT in a very limited way. They distinguish between events and states and 
relate them with the utterance time, but do not explore temporal  relations 
between events or states in discourse. 

We further introduce a correctness criterion for the (second stage of the) 
translation, and formally prove that the translation method fulfills this criterion. 
Such a criterion and proof were lacking. 

An implementation of this method~ in the form of an interactive program is 
described. It accepts SDs, parses them~ constructing a representation in DRT, 
called a Discourse Representation'Structure (DRS), and then translates the DRS 
into a TL formula. The generated formulae can subsequently serve as input to 
a model-checker. 

1.1 A Running Example 

To illustrate the translation method, consider an allocator A that allocates a 
single resource to m different customer processes C1, C 2 , . . . ,  Cm 3. The commu- 
nication between each Ci and A is done by a pair of shared boolean variables r~ 
(request) and g~ (grant). Following are statements of properties, that  a designer 
may wish to formally specify and verify about the operation of this system. 
Each specification is given in both NL and our target temporal logic, ACTL 4,5 
[6], a subset of Computat ional  Tree Logic (CTL) [2]. These specifications will 
illustrate the problems encountered in NL translation as described in Sec. 1.2. 

3 This example is based on one in [14]. 
4 The target formalism of [4] is called ACTL too. Nevertheless, it is a different 

formalism. 
5 We allow the use of the following additional operators: 
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(1) a. One cycle After r i  is activated, gi should be asserted, r l  is deactivated one to 
six cycles later. Afterwards, it should be deasserted. (Response to requests) 
A G  [r ise(r i ) -~  A X  [gi&ABF1 6 ( f a l l ( r l ) ~ A  [-~fall(gi)U fall(gi)])]] 

b. If r l  is active and gi is asserted one cycle later, then eventually r i  will be 
inactive. (Conformance with the protocol) 
A G  [ri--* AX (gi ~ A F  -~ri)] 

c. Whenever ri and gi are inactive, they remain inactive, until ri is activated 
and gi remains inactive. (Conformance with the protocol) 
A G  [',ri&-~gi--+ A [-~ri&-~giU (rise(ri)&~gi)]] 

d. Once r i  is activated, if gj is asserted, then gl will be activated before it is 
asserted again. (1-Bounded overtaking) 
A G  [rise(ri) --+ A G  [gj ---+ A [-~rise(gj)U rise(gi)]]] 

1.2 P r o b l e m s  in t h e  Ana lys i s  of  NL Spec i f ica t ions  

Following are characteristics of SDs, which should be taken into account when 
translating NL. They stem from NL in general, the specific structure of SDs and 
the gap between the source and target languages. 

A m b i g u i t y  a n d  i m p r e c i s i o n  are exhibited by SDs and must be resolved in 
the translation into TL. 
E x a m p l e :  in sentence (lc) it is unclear which two clauses are conjoined by 
the conjunction 'and'. The second conjunct is 'g~ remains inactive', but the 
first is either: 'ri is activated' or ' they remain inactive until ri is activated'. 

I n t e r - s e n t e n t i a l  l inks The natural way of expressing specifications involves 
multi-sentence discourses. These are not just lists of isolated sentences but 
rather coherent objects. 
E x a m p l e :  the second sentence of example (la) is crucially dependent on its 
predecessor, i.e. the phrase 'one to six cycles later' can be interpreted only 
by reference to tile first sentence. 

T h e  t e m p o r a l  s t r u c t u r e  of  spec i f ica t ions  Specifications exhibit a unique 
temporal structure, causing SDs to often be expressed in a generic present 
or future tense: 

- Disconnection from the present: SDs are often expressed, in a timeless 
language. 
Example"  Even though the tense of the verbs in sentence (lb) is simple 
present, it does not refer to the present moment per se (e.g. the time of 
writing the sentence). 

- rise(p) and fall(p) for p E AP,  where A P  is the set of atomic propositions - to 
represent a change from -~p to p and vice versa. 

- A X ,  f _= A X  ( A X  ( . . .  ( A X  I))) 
•  

- ABFi.4 f - -  hXi  (f  v AX (f v . . . A X  (f v AX f))) 

x(j-~) 
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- Quantification over events: Specifications are usually concerned with re- 
curring events in the course of a system's operation. Consequently, SDs 
contain either explicit or implicit quantification over events and time 
periods. 
E x a m p l e :  Sentence (lb) is understood as referring to each t ime ri is 
active. 

N o n  d e t e r m i n i s m  Our target formalism is ACTL, a branching-time TL. In 
practice, designers tend to specify the behavior of systems in linear-time 
terms. When translating SDs into a branching-time TL, this linearity has to 
be introduced into the formalism. A simpler solution to this problem would 
be choosing a linear time TL, e.g. LTL, as our target formalism. The choice 
of ACTL in this paper is motivated by its widespread and successful use 
(e.g. [15, 1]). 
E x a m p l e :  the meaning of sentence ( ld)  is clear in a linear-time model. 
However, it may have several branching-time TL interpretations, e.g. assume 
a branching structure at the root of which ri is asserted, but where gj is 
asserted along only one path from the root. Along which paths should gi be 
activated ? 

We solve these problems through the use of DRT, presented in Sec. 2, and a 
restriction on the generated formulae, explained in Sec. 4.2. 

2 D i s c o u r s e  R e p r e s e n t a t i o n  T h e o r y  

DRT [8, 9, 10] is a linguistic theory of the semantic content of general NL, which 
studies discourses. It combines a static logical view of meaning with a dynamic 
cognitive view. DRSs are defined as formulae of a formal language s consisting 
of: 

1. an infinite set R of typed markers: x y z for signals, s, sl,  s2, . .  �9 sn for states. 
e, el, e2 , . . . e~  for events and i , j  for integers. 

2. for each n E IN an infinite set P~ of n-place predicates. V = (.J~ P~ 
3. identity 

D e f i n i t i o n l .  1. A DRS K = (UK, CortK}, where UK C R is finite and ConK 
is a finite set of DRS-conditions. 

2. Let K, K1 ,K2  be DRSs, r l , r 2 , . . . r n  E R and P E P~. A DRS-condition 
may be one of: rl = r2, P ( r l , r 2 , . . . , r n ) , - ~ K ,  K1 ~ [s K1 V K2 V . . .  V I(~ 

DRSs are interpreted as partial models. A DRS is verified by a model s M, 
iff it may be embedded in it as follows: 

D e f i n i t i o n 2 .  A model for s is M = (UM, gY, IN, PredM) where: 

1. UM is a non-empty set. 

In Sec. 4.2, we make some changes in the following definition of a model. 
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2. EY is an event structure (see [10]). 
3. IN is the Set of natural numbers. 
4. PredM maps each n-place predicate of s onto an n-place relation over UM. 

D e f i n i t i o n  3. Let K be a DRS, 7 a DRS-condition, and let f be an e m b e d d i n g  
from some subset of V into M, i.e. f : R ~ ~ UM, where R' C_ R. 

1. f verifies the DRS K in M (M ~ /  K)  iff f verifies each 7 6 ConK in M. 
2. f verifies the condition 7 in M (M ~ / 7 )  iff 

(a) 7 is of the form rl = r2, rl, r~ E Dora(f) and f ( r l )  = f(r2). 
(b) 7 is of the form P(rl ,r~, .o . ,r~) ,  

rl, C Dora(f) and (f(rl), f(r2), . . . ,  C Pr dM(P) 
(c) 7 is of the form -~K t and there is no embedding g : R --+ UM~ which 

extends f ,  s.t. Dora(g) = Dora(f) U UK, and M ~-g K '  
(d) 7 is of the form IQ => K2 and for every embedding g s.t. Dora(g) = 

Dora(f) tJ UK, and M ~g tQ,  there is an extension h of g s.t. Dora(h) = 
Dora(g) U UK= and M ~h K2. 

(e) 7 is of the form/<1 VK2 V . . . V  I<~ and for some i 1 < i < n M ~2 K~. 

Dl~Ss are constructed from NL discourses by the DRS-construction algorithm 
(Fig. 1), which processes sentences one by one, incrementally updating a DRS 
according to a set of DRS-construciion rules 7. The algorithm models the way in 
which a human listener processes a discourse, understanding sentences one at a 
time. DRT provides an analysis of the 'glue' that  holds a discourse together, most 
prominently, it is able to resolve the meaning of anaphoric pronouns in discourse. 
Full DRT also provides a thorough analysis of temporal  relations within discourse 
[7, 17~ 10, 16]. While this analysis is not described in this paper, it is illustrated 
through the DRS-construction for example (la).  

Input: Specification Discourse D= {SI~S2~...,Sn) 
ContextDRS *- EmptyDRS 

i~-O 
repea t  

DRSi ~-- parse(Si)  

ContextDRS *-- UpdateContext (ContextDRS,DRSi) 

i * - - i + l  

unti l  i = n 
Output : ContextDRS 

Fig. 1. DRS-construction algorithm 

7 These rules, i.e. the details of UpdateContext are given in [10] and are not presented 
here for lack of space. 
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3 DRS-Construct ion  for NL Specifications 

We illustrate the construction of DRSs for SDs through the stepwise construction 
of d DRS for example (la),  repeated here as (2). 

(2) a. One cycle after ri is activated, gi should be asserted. 
b. r i  is deactivated one to six cycles later. 
c. Afterwards, it should be deasserted. 

DRSs are depicted using a graphical box-notation. The top of the box cor- 
responds to the universe of the DRS~ and the rest to the DRS-conditions. The 
DRS-construction algorithm constructs the DRS s shown in Fig. 2. 

x y  

r~(x) g~(Y) 

el 

el: activated(x) 

K1 

=:~ 

sl is2 e2je3 e4 z 

value(i, 1) 
a fret'(el,  sl, i) 

sl:[ asserted(y) l 

between(j, 1, 6) 
after'(8:, e~, j) 

82 -~- 81 

e2: deac t iva ted( r / )  

z = y  
first_after(e3, e4) 

e4: deasserted(z) 

/(2 

Kmai 

Fig. 2. Example DRS 

a. Processing sentence (2a) introduces the discourse markers x, y into UKm~i,, 
the first two DRS-conditions naming x and y ri and gi and the implica- 
tion condition K1 ~ K2, excluding the part of K2 following the condition: 
sl :~-:':---]. The embedding conditions of an implication K] =:> K2 determine 
that it induces universal quantification over the discourse referents of UK1 
and existential over those of UK~, giving an interpretation that  for each 
event el,  in which x is activated, there is a state Sl, in which y is asserted, 

s For reference purposes DRSs are labeled. The labeling is part of the meta-language 
used to discuss DRSs. 
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which follows the occurrence of el by one time cycle. The introduction of the 
implication condition is due to the implicit quantification inherent in (2a). 

b. Parsing sentence (2b) produces a new DRS. This DI~S is combined with 
the DRS for the previous sentence, adding into K2 the discourse markers 
s2,e~,j  and the DRS-conditions between(.. .),  af ter '(s2,e2, j) ,  e2:l .-.---]. 
When combining the DRSs, the 'anonymous'  eventuality marker s2 is iden- 
tiffed with sl,  thus determining that ' later '  here means 'after the assertion 
of gi '. 

e. Parsing sentence (2c) generates an additional DRS, which is combined with 
the compound DRS of sentences (2a) and (2b) to form the completed DRS 
of Fig. 2. The treatment of 'afterwards' is identical to that of 'later'. This 
sentence also contains the pronoun St', which causes the introduction of the 
marker z, which is later identified with y by a similar technique. 

We introduce a set of restrictions on the structure of DRSs generated for 
SDs, not described here for lack of space. A DRS thus restricted is called a 
Specification DRS (SPDRS), and the set of SPDRSs, SPDRT. These restrictions 
are a result of the subset of NL accepted by the translation method and the 
DRS-construction rules. 

4 T r a n s l a t i n g  D R S s  i n t o  A C T L  

4.1 T h e  T r a n s l a t i o n  M e t h o d  

We sketch the translation procedure trans : S P D R T  ~ A C T L .  We illustrate 
its operation on the DRS of Fig. 2: 

T r a n s l a t i n g  /s /-s :=~ K2 generates a formula starting in A G  . This re- 
fleets the universal quantification on the elements of U/( 1 conferred by the 
embedding 9. 

T r a n s l a t i n g  K1 ::~ K2: The temporal relation 1~ after~(el, sl, i) generates an 
operator AXi  . Let ftc~ be the translation of the remaining conditions of 
K2. The translation is A G  [rise(ri) --+ A X  (gi&fK~)], where rise(ri) is the 
translation of the event el, and gi that  of the state Sl. 

T r a n s l a t i n g  t h e  r e m a i n i n g  c o n d i t i o n s  o f  K2: The translation is driven by 
the after  ~ and f i rs t_af ter  conditions. The translation of the f i rs t_af ter  
generates the formula f2 = fa l l (r i )&A [-~fall(gi)U fall(gi)]. The transla- 
tion of the first one generates the formula gi&ABF1..6 (fall(r~)&f2). 

The resulting translation is therefore the following, which is equivalent to 
(la): 

A G  [rise(ri) --+ A X  (gi&ABFI..6 (fall(ri)&fall(rl)& A [-,fall(gi)U fall(gi)]))] 

9 In general, the main DRS may con~in several implications, in which Case its trans- 
lation is the conjunction of slich formulae. 

~0 Different temporal relations generate different operators. 
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4.2 C o r r e c t n e s s  

The translation method consists of two major transitions: from NL to DRT, and 
from DRT to TL. We define and prove a correctness criterion only for the sec- 
ond stage of the translation. No correctness criterion can be defined for the first 
stage of the translation. Given a NL SD and DRS, such a criterion would deter- 
mine whether the DRS correctly represents the meaning of the NL specification. 
This criterion would require an alternative formal interpretation of the NL SD, 
the validity of which should also be somehow defined and proved. Therefore, we 
cannot hope for a mathematical  correctness criterion for the DRS-construction 
algorithm. We can only check whether the constructed DRSs conform to our 
linguistic knowledge about the meaning of the NL SDs they are meant to rep- 
resent. Thus, we benefit from the wealth of linguistic research dedicated for the 
purpose of providing a semantic analysis of NL. 

K r i p k e  S t r u c t u r e  I n d u c e d  D R T  M o d e l s  In order to ensure the correctness 
of the translation from DRT to TL, we link the models used for the interpretation 
of both theories. Through this linking, we solve the dichotomy between the linear- 
t ime interpretation of SDs and DRSs, and the branching-time interpretation of 
ACTL formulae. 

D e f i n l t i o n 4 .  Given a path ~r = so, s l , . . ,  in a Kripke structure P,  a single path 
structure P(Tr) is a tuple (S~, s~, R~, L~) such that  

- S~ = {s~, s l , . . . }  is an infinite set of (pairwise distinct) states. 
- R,~ = {(s~,  S~+l)l i  _> O} 
- Vi >_ 0 L~(s}) = L(si) 

We expand the definition of satisfaction of CTL* formulae (defined only for 
structures having a finite set of states) to also include satisfaction of formulae 
by single path structures. 

D e f i n i t i o n 5 .  For any Kripke structure P,  its induced DRT model Mp is con- 
structed as follows: 

- For each p C AP,a binary signal of MR 
- For each each path zr C /]p, the set of paths of P,  a DRT path-model M~ as 

follows: for each state of P(rr), a state of M~, and for each pair of consecutive 
states, an event. 

Verification for DRT path models is as in Definition 3. We define MR ~ K 
iff each of the induced path-models Mr ~ K. 

Based on this construction, we present the following correctness criterion: 

D e f i n i t i o n 6 .  An ACTL formula f is a correct translation of a DRS K iff for 
every Kripke structure P and its induced DRT model Mp: Mp ~ K ~ P ~ f 
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Theorem 7 shows that the translation method conforms to this correctness 
criterion. The proof of this theorem is based on the reduction of correctness to 
single paths. 

Theo rem 7. Let K be an SPDRS, and f = trans(K),  f is a correct translation 
of K into A CTL. 

R e d u c t i o n  of Correc tness  to Single Pa ths  In [6] three linearity properties 
for branching time temporal logics are defined: strong linearity, sub-linearity and 
equi-linearity. We take advantage of the strongest of these properties, strong- 
linearity, by restricting the formulae generated by the translation to the subset 
of strong-linear formulae. 

Defini t ion 8. [6] A formula f E ACTL is strong-linear, iff there is an w-regular 
language L;y, such that for every Kripke structure P, P ~ f ~ s  C s 

L e m m a 9 .  I l K  is an SPDRS, then trans(K)  is a strong-linear ACTL formula. 

Lemma 10 asserts that for a strong-linear.formulae f ,  the satisfaction of f 
by a Kripke structure P depends only on the satisfaction of f by each individual 
path of P, regardless of the way they are interleaved~ 

L e m m a l 0 .  I f  f E ACTL is strong-linear, then for every Kripke structure P, 
c f] P f 

Strong-linearity allows us to reduce the correctness of the translation of an 
SPDRS by a Kripke structure to its correctness relative to single path structures, 
as in the following lemma illustrated by Fig. 3. 

L e m m a l l .  Lel f be a strong-linear ACTL formula and K an SPDRS. If  for 
every Kripke structure P and its induced DRT model MR: V~r G FIR[Mr 
K ~ P(~r) ~ f] where Mr is the path model associated with the single path 
structure PQr)~ then f is a correct translation of K. 

? 

M p ~ K  ~ P ~  

l I 

V~ C llpMr ~ K Vr ~ UpP(r) ~ 

Fig. 3. Reduction of the correctness to correctness for paths 
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5 T h e  I m p l e m e n t a t i o n  

The translation method described above has been implemented as an interactive 
program S p e c T r a n  1.0, which receives as input SDs, parses them, constructs 
DRSs and generates an ACTL ~ormula from the DRS. The parser is written 
using the LexGram system [11, 12], which is based on a synthesis of ideas from 
Lambek Categorial Grammar [13] and Head Driven Phrase structure Grammar 
(HPSG) [18]. LexGram is written in a unification-based grammar formalism, 
CUF [3], and in Prolog. 

In [11] a German grammar is implemented. The system parses sentences, 
constructing syntactic tree representations and semantic representations in the 
form of DRSs for them. In S p e c T r a n  the German grammar was replaced by 
an English one. The syntax part of this grammar was written by Esther KSnig. 
SpecTran ,  parses input SDs sentence after sentence, processing each new sen- 
tence and updating a single DRS. In cases of ambiguity, the parser produces all 
the alternative parses of a sentence and their related DRSs. 

S p e c T r a n  consults the user with respect to the resolution of the meaning 
of pronouns (e.g. 'it ', ' they'),  allowing a choice between a set of appropriate 
alternatives. A similar consultation is done with respect to the resolution of the 
meaning of words such as 'later'. 

The completed DRS after the parsing of the full discourse, is passed in the 
form of a CUF data structure into the DRT to TL translation module. This 
module, written in CUF as well, implements the translation procedure described 
above. It accepts SPDRSs and translates them into strong-linear ACTL formu- 
lae. 

6 C o n c l u s i o n  

In this paper, we have presented a translation method from NL specifications 
into TL, for the purpose of verification. Through the use of computational lin- 
guistic methods, we allow the expression of complex specifications in NL. While 
completely unrestricted NL is beyond the reach of current technology, and is ar- 
guably an undesirable medium for expressing specifications, we allow the use of 
relatively convenient language within certain restrictions. It is still necessary for 
designers to write specifications in precise and concrete language, but some toler- 
ance is allowed in the use of flexible syntactic structure, multi-sentence discourse, 
pronominal anaphora and complex inner-sentential and inter-sentential tempo- 
ral relations. By drawing on current linguistic research in the analysis of NL 
discourses, we enhance the applicability of an NL interface to a model-checker. 
It is our belief that  the use of such an interface may facilitate the verification 
process in industrial practice, without harming the correctness of the verifica- 
tion. By introducing and proving a correctness criterion for the (second stage) 
of the translation and drawing on linguistic research for the first part of .the 
translation, we are able to guarantee that  the transformation from NL into TL 
does not introduce errors. Such a guarantee is lacking for the manual translation 



370 

process often exercised in practice, and from previous a t tempts  of automat ic  
translation. 
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