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A b s t r a c t .  On-line handwrit ten Chinese characters recognition (OLCCR) 
is the key technology for Chinese pen-based systems. Handwrit ing may 
vary in stroke shapes, character configuration, stroke order, and the num- 
ber of strokes. These variations make machine recognition difficult. There 
are multi tudinous categories and complicated structures in Chinese char- 
acters. Therefore, for an OLCCR system, efficient storage techniques of 
the reference database  are important  especially for those portable  com- 
puters with very limited computing resources. Basically, simple Chinese 
characters are constructed by basic strokes according to fixed s tructural  
rules, and complicated characters are composed of radicals or compo- 
nents based on fixed geometric configurations. In this paper,  we propose 
a hierarchical representation for the reference database  of an OLCCR sys- 
tem using a structural  recognition method, in which both  stroke-number 
and stroke-order variations can be tolerated in the recognition system. 
The major  s tructural  knowledge used in recognition includes stroke cor- 
respondence rules, spatial  relationships between strokes, and character 
patterns.  We utilize components and character structures to represent 
characters. Only the structural  knowledge of components are stored, and 
the structural  knowledge of each character can be retrieved based on its 
constituent components and its character structure.  Both the represen- 
tat ion method and the retrieving method of the structural  knowledge are 
proposed in the paper. The storage requirement of the reference database  
is reduced to 1/4 of the amount without using hierarchical representation. 

1 I n t r o d u c t i o n  

On-l ine  Chinese  cha rac t e r  recogni t ion  ( O L C C R )  sys t ems  are  one k ind  of m a n -  
c o m p u t e r  in terfaces  and  is usua l ly  combined  wi th  var ious  a p p l i c a t i o n  sof tware.  
The  d a t a  size is then  a concerned  factor  in t he  p o r t a b l e  c o m p u t i n g  env i ronment ,  
espec ia l ly  for Chinese  wi th  large vocabular ies .  

In  Chinese  charac te rs ,  mos t  c o m p l i c a t e d  cha rac t e r s  are  usua l ly  bu i l t  f rom 
s imple  cha rac te r s  or s imple  pa t t e rns ,  n a m e d  components or radicals, b a s e d  on 
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fixed geometric configurations - character structures. Simple characters are con- 
structed by basic strokes according to structural rules. Therefore, structural 
recognition is a promising approach. Hierarchical representation can reduce the 
requirement of storage space dramatically. Component decomposition is indis- 
pensable for retrieving information from a hierarchical reference databases. 

Some researchers proposed various implementation methods of hierarchical 
representation for Chinese characters [1, 2]. Many researchers proposed various 
methods of component decomposition [1, 3, 4, 5, 6, 7, 8, 9]. However, some meth- 
ods are under the constraint of fixed stroke number, some have time consuming 
computations, and some require large amount of storage space. 

In this paper, we propose a hierarchical representation for the reference 
database of an OLCCR system without constraints on both stroke number and 
stroke order, and also propose a new method of component decomposition for 
data retrieving. The requirement of storage space in the hierarchical representa- 
tion is about 1/4 of the amount without using hierarchical representation. The 
data retrieving from the hierarchical database requires O(n) time, where n is 
the number of strokes in the retrieved character. 

2 A Structural Recognition Approach 

We adopt a structural recognition approach in the recognition system described 
in this paper. Although basic strokes are the character primitives, there may 
be some basic strokes connected together in handwritten scripts. Therefore, all 
possible basic strokes existing in an input script are all recognized such that 
connected strokes can be segmented apart. 

When an input script is entered into the recognition system, it is processed 
through stages of preprocessing, basic stroke recognition, and preliminary clas- 
sification. The candidate characters selected by the preliminary classification 
are taken to match against the input pattern pair by pair using a stroke-based 
matching. We utilize rules to accomplish the stroke correspondence between a 
candidate and an input pattern avoiding combinatorial exhaustion. Stroke cor- 
respondence rules contain the knowledge of basic stroke types and geometric 
features of strokes. Later, we use some structural knowledge to compute the 
similarity of the two characters, including the spatial relationships between con- 
stituent components, the spatial relationships between strokes within each com- 
ponent, and the relative length of lost strokes as well as superfluous strokes in 
the input script accompanied with adequate discriminant function. The relative 
length of strokes are computed from character patterns. When the number of 
candidate characters with minimum distance is more than one, these candidate 
characters constitute a similar group. The input character is further identified 
by special structural features of the characters in the similar group [10, 11]. 

Stroke correspondence rules, spatial relationships between strokes, and char- 
acter patterns occupy the great majority of the storage space. We utilize the 
following hierarchical representation to reduce the requirement of storage space. 
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3 Hierarchical Representation in Character Database 

After analyzing the frequently used 5401 Chinese characters, we propose 622 
component categories, such as "_~ ", "~k",  " ~  ", etc., and 208 types of charac- 
ter structures. The character structures, with occurrence frequencies in the first 
10 ranks, are shown in Figure 1. Character  structure 201 ranks first and there 
are 1309 characters in this character structure category. In the following, we an- 
alyze the space requirement of the 5401 character categories when a hierarchical 
representation is implemented. 
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Fig. 1. Geometric configurations of the character structures with occurrence frequen- 
cies in the first 10 ranks, labeled with "structure codes (frequencies)." 

3.1 H i e r a r c h i c a l  R e p r e s e n t a t i o n  o f  C h a r a c t e r  P a t t e r n s  

In the proposed hierarchical representation, only component pat terns are stored. 
Each character is described by its constituent component code(s) and character 
structure. During retrieving patterns, one character pat tern can be rebuilt by the 
constituent component pattern(s) based on the character structure predefined, 
and can be illustrated by Figure 2. In Figure 2(a), character " r  has six strokes 
and is composed of components " ~ "  and " 6  ". Character " ~ "  has seven 
strokes and is composed of components "~k." and " t ~ " .  Therefore, 13 stroke 
patterns have to be stored for characters "r and " ~ "  without hierarchical 
representation. The spatial relationships between strokes of character " ~ "  are 
denoted by symbols l, m, n, o, p, and those of character " ~ "  are denoted by 
symbols q, r, s, t, l, m. Each character pat tern can be described by constituent 
line segments. In Figure 2(b), the total number of strokes is ten for the three 
components " ~  ", " ~ " ,  and "~,.".  Many components are frequently used to 
represent the 5401 character categories. Although extra space needs to store 
constituent component codes and the synthesis rules for each character, the 
requirement of storage space still decreases in total. 

Without  hierarchical representation, the data  size of 5401 character pat terns 
requires at least 250 Kbytes. By using the hierarchical representation, the total 
data size of character patterns is about 135 Kbytes. The reduction rate is about  
1/2 of the original. 



354 

Original 

�9 �9 A - 

1 m n o p 

$ P 
" + I + / + < + ' ,  +-7+_" 

q r s t 1 m 

(a) 

.,,,Hierarchical Representation 

~omponents Characters 
nthesis Rules 

: I + " 7 + -  t D  

Z :  1 + - - + 5  

~ : - - +  I + / + ~  

(b) 

Fig. 2. Representations of character patterns " ~ "  and "~.." (a) Representation with- 
out hierarchical strategy; (b) hierarchical representation. 

As to spatial relationships between strokes of characters, the effectiveness of 
the hierarchical representation is also proved in a similar way, and is illustrated 
by Figure 3. The character description of character patterns can also be used in 
retrieving the spatial relationships between strokes of characters, the duplication 
is eliminated. The space requirement for storing the spatial relationships between 
strokes for 622 components is about 13Kbytes, and is about 6% of the original. 

3.2 Hierarchical  Represen ta t ion  of  Stroke Cor respondence  Rules 

In a similar way, only the stroke correspondence rules of components are stored 
in the reference database in the hierarchical representation. When an input char- 
acter is matched with a template character, each component included in that 
template would be decomposed from the input character one by one, and each 
decomposed component is further decomposed stroke by stroke according to 
the stroke correspondence rules. Figure 4 illustrates the representation of stroke 
correspondence rules by two characters "~i:" and "~.".-Characters "~/:" and 
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Fig. 3. Representations of spatial relationships between strokes of characters "~ ;"  and 
" ~ " .  (a) Representation without hierarchical strategy; (b) hierarchical representation. 

" ~ "  have 13 rules to be stored without hierarchical representation, but  the 
three components " ~  ", " ~  ", and "~k." have only ten in the hierarchical rep- 
resentation. Because many components are used frequently to represent the 5401 
character categories, the reduced space is considerable. However, the decompo- 
sition of components is an essential procedure for retrieving information from 
the hierarchical representation. 

Decomposition of components (or radical separation) is to determine which 
strokes belong to target components predefined. Correct strokes are the decom- 
posed strokes really belonging to the target component, and erroneous strokes 
are those decomposed stroke belonging to neighbor components. The fewer er- 
roneous strokes are, the easier the design of stroke correspondence rules is. 

The topic of component decomposition has been investigated by many peo- 
ple, but  their proposed methods have the drawback mentioned previously and 
can not be used for retrieving data  in our recognition system. Therefore, we pro- 
pose a new method of component decomposition, and utilize the knowledge of 
character structures, geometric features of strokes and decomposition sequences 
of components in order to decrease erroneous strokes. 

The concept of this method can be illustrated by Figure 5. For character 
":/[,", no mat ter  what ratio in size the two components has, component 2 with 
one constituent stroke is always located in the extreme right of the character. If 
we utilize maximum x coordinate of the strokes to decompose component 2 before 
component 1, the erroneous stroke can be avoided even for wide handwriting 
variations. Some terminologies are given first for explaining the details of our 
proposed method. 

1. G e o m e t r i c  f e a t u r e s  o f  s t rokes  Assume that  each stroke is bounded by 
a minimum bounding rectangle (MBR). The Xmin, Xmax, Ymin, Ymax 
of the MBR the coordinates of the MBR's center point are the possible 
geometric features used in component decomposition. They  can be classified 
into x and y coordinate measures. For character structures with left-right 
relations, only x measures are used in component decomposition, and for 
top-bot tom relations, only y measures are used. 
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Fig. 4. Representations of stroke correspondence rules of characters ~ "  and ~ 2 ' .  
(a) Representation without hierarchical strategy; (b) hierarchical representation and 
retrieving process. 
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Fig. 5. The decomposition result of character " :~" will be stable if component 2 is 
decomposed before component 1. 
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2. W i n d o w s :  A rectangular window is utilized to represent the occupied area 
of the component to be decomposed. This area is covered by the geometric 
features of the constituent strokes. The four boundaries of the window is 
derived from learning samples of characters. 

3. T o l e r a n c e  zone:  A tolerance zone of width 6 is set around the derived 
window such that  more variations in component size could be tolerated. 

4. S e q u e n c e  o f  c o m p o n e n t  d e c o m p o s i t i o n :  When a character structure 
consists of k components, there are k! possible sequences of component de- 
composition. When a decomposition is carried out from surrounding compo- 
nents to central components, the erroneous decomposition rate would usually 
be less than those vice verse. Under the constraint, the number of sequences 
allowed would be much less than k!. People usually write Chinese characters 
based on the stroke order from top to bottom, from left to right, or from 
surrounding to central. For each character structure, we define one as the 
natural sequence of component decomposition based on such order. 

Assume that  character category A has character structure c~. In structure c~, 
there are L components, N possible decomposition sequences, and M possible 
sets of geometric feature measures of strokes used in component decomposition. 
A set of handwrit ten samples is used in deriving the rule of component decom- 
position of character A. 

For all learning samples of character A, the minimum area, occupied by the 
j t h  set of geometric features of all strokes in the i th component, is denoted by 
W(i,  j). When a surrounding tolerance zone of width 5 added to W(i, j) forms a 
larger window W'(5, i, j), it would be used in deriving rules of component decom- 
position such that  more variations in component size could be accommodated. 
The total number of erroneous decomposition strokes in the ith component is 
denoted by eA(6, i, j, k), where the kth decomposition sequence and the j t h  set 
of geometric features are used in component decomposition. The total number 
of erroneous strokes in the whole character denoted by EA(5,j,  k) is described 
by the following equation 

L 

EA(5,j,  k) = ~ eA(5, i , j ,  k). (1) 
i = 1  

For all possible decomposition sequences and geometric features of strokes, the 
minimum number of erroneous strokes 7A(6) can be obtained by the following 
equation 

"rA(6) = min EA(6, j, k) = EA(6, j ' ,  k'). (2) 
I<j~M,I<k<N 

For character A, the rule of component decomposition utilizes the j ' t h  set of 
geometric features and the k ' th decomposition sequence. 

For 208 types of character structures, when one component is decomposed 
from an input script, there are 16 possible spatial relationships between the 
decomposed component and its neighbor components remained in the script, 



358 

labeled by position codes, as shown in Figure 6. Each white area in Figure 6 
indicates the location of the component  being decomposed and each marking area 
indicates the occupied area of its neighbor components.  A component  category 

I 2 3 4 5 6 7 8 

9 I0 II 12 13 14 15 16 

Fig.  6. Sixteen types of spatial relationship between a decomposed component and its 
neighbor component(s), labeled with position codes. 

may  have more than one position code when it is decomposed from different 
character categories. During decomposition, the erroneous strokes belonging to 
neighbor components may be included in boundary  areas of the component,  as 
shown in Figure 7. For the same component  category, different rules are needed 
in different cases. This fact will increase the requirement of storage space. 

1 2 

2 

(a) O) 

Fig. 7. Strokes of neighbor components may be erroneously included in the decomposed 
component. (a) An erroneous stroke appears in the right of decomposed component 
" ~ " ;  (b) an erroneous stroke appears in the bottom of decomposed component "~ ." .  

In order to further reduce the number  of rule sets, we add some constraints 
in deriving the rule of component  decomposition for a character.  If  a component 
category occurs in both  positions of code 1 and code 2 in the 5401 characters, we 
can restrict the decomposition sequence on the natural sequence such that  the 
component  category has only one position code, either code 1 or 2. Similarly, a 
decomposition sequence can be restricted such tha t  a component  category can 
have only either position code 3 or 4; can have only one of code 5, 6, 7, or 
8. Therefore, if the minimum number  of erroneous strokes ~/A(&) derived from 
equation 2 is not equal to zero, we adopt the natural  sequence in the rule. In 
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order to minimize the number of erroneous strokes, we choose a set of geometric 
features of strokes according to the following equation 

"~A,,~(5) = rain E A ( 5 , j , n )  = E A ( 5 , j " , n ) ,  (3) 
I~_j<M 

where n denotes the natural sequence and the j ' t h  set of geometric features of 
strokes, being the best result, is adopted in the decomposition rule of character 
category A. 

In this way, the number of rule sets will not be more than three times the 
number of component categories. A space of 115 Kbytes is enough for storing 
the stroke correspondence rules of all components when the hierarchical repre- 
sentation is adopted. Table 1 shows the comparison of storage space between the 
amount of the hierarchical representation and the amount without hierarchical 
representation. The total space using hierarchical representation in Section 3.I 
and 3.2 is about 1/4 of the amount not using the hierarchical representation. 

Table 1. Comparison of storage space between the amount of hierarchical representa- 
tion and the amount without hierarchical representation. 

S t ruc tu ra l  Informat ion  Hier.  Rep.  W i th o u t  Hier.  Rep.  

Cha rac t e r  Pa t t e rns  135 > 250 

Spatial  Relat ionships be tween Strokes 13 250 

Stroke Cor respondence  Rules < 115 461 

Total  Space (Kbytes)  < 263 > 961 

4 C o n c l u s i o n s  

In this paper, we propose a hierarchical representation for the reference database 
of an OLCCR system without constraint on both  stroke number and stroke or- 
der. Three major parts: stroke correspondence rules, spatial relationships be- 
tween strokes, and character patterns are represented hierarchically. Only the 
structural knowledge of components are stored, and the structural knowledge 
of each character can be retrieved based on its constituent components and its 
character structure. For retrieving stroke correspondence rules from the hierar- 
chical representation, we propose a new method of component decomposition, 
and also propose an algorithm which can automatically find the rules of com- 
ponent decomposition. The storage requirement of the reference database is re- 
duced dramatically, and only occupies about 1/4 of the amount without using 
hierarchical representation. 
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