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Recent developments in networking are enabling innovative applications that 
integrate geographically distributed high-performance computing, database, dis- 
play, and networking resources. However, there is as yet little understanding of 
the higher-level services needed to support these applications, or of the tech- 
niques required to implement these services in a scalable, secure manner. In this 
brief paper, I describe the I-WAY networking experiment, a large-scale wide- 
area computing testbed that has been used to investigate these issues. I also 
introduce the Globus project, a multi-institutional effort that is developing key 
technologies for I-WAY-like systems, including mechanisms for resource location, 
scheduling, authentication, and automatic configuration of high-performance dis- 
tributed computations. 

1 H i g h - P e r f o r m a n c e  D i s t r i b u t e d  C o m p u t i n g  

High-performance distributing computing, or metacomputing as it is sometimes 
called, refers to the use of high-speed networks to connect supercomputers, 
databases, scientific instruments, and advanced display devices located at ge- 
ographically remote sites [3]. In principle, metacomputing can both increase ac- 
cessibility to supercomputing capabilities and enable the assembly of unique 
capabilities that could not otherwise be created in a cost-effective manner. 

Experience with the I-WAY and other high-speed networking testbeds has 
provided convincing demonstrations that there are indeed applications of consid- 
erable scientific and economic importance that can benefit from access to high- 
performance distributed computing capabilities. Many of these applications fall 
into the following four general classes. 

1. Desktop supercomputing. These applications couple high-end graphics capa- 
bilities with remote supercomputers and/or databases. This coupling con- 
nects users more tightly with computing capabilities, while at the same time 
achieving distance independence between resources, developers, and users. 

2. Smart inslruments. These applications connect users to instruments such 
as microscopes, telescopes, or satellite downlinks [17] that are themselves 
coupled with remote supercomputers. By allowing both quasi-realtime pro- 
cessing of instrument output and interactive steering, the utility of the in- 
strument can be increased significantly. 



3. Dis tr ibuted supercomputing.  More traditional supercomputing applications 
couple multiple, geographically distributed supercomputers in order to tackle 
problems that are too large for a single supercomputer or that can benefit 
from executing different problem components on different computer archi- 
tectures [22, 19, 23]. 

4. Collaborative env ironments .  A fourth set of applications couple multiple vir- 
tual environments so that users at different locations can interact with each 
other and with supercomputer simulations [8, 7]. 

Applications in the first and second classes are prototypes for future "network- 
enabled tools" that enhance local computational environments with remote com- 
pute and information resources; applications in the fourth class are prototypes 
of future collaborative environments. 

2 T h e  G l o b u s  P r o j e c t  

High-performance, geographically distributed computing requires tools for re- 
questing, locating, scheduling, and programming diverse computational and net- 
work resources; for authenticating users, authorizing access to resources, and 
protecting the security of user computations; and for accessing both shared data 
and user file systems from geographically remote locations. These tools must 
scale to meet the requirements of computations that link tens or hundreds of 
resources located in multiple administrative domains and connected using net- 
works of widely varying capabilities. 

The Globus project is a multi-institutional research and development activity 
that is addressing these problems. Its goal is to provide software technologies 
that support the dynamic identification and composition of resources available 
on national-scale internets, and that provide mechanisms for authentication, 
authorization, and delegation of trust within environments of this scale. 

In order to support the dynamic composition of computational and informa- 
tion resources, we are investigating the following topics. 

- Resource location: uniform and scalable mechanisms for naming and locating 
computational and communication resources on remote systems, and for 
incorporating these resources into parallel and distributed computations. 

- Protocol and resource management :  scalable techniques for locating available 
network connections, making choices between alternatives according to their 
service type and security level, integrating chosen networks into running 

computations. 
- Resource-aware programming tools: versions of high-level libraries and lan- 

guages, such as MPI [16, 12], CC++  [4], Fortran M [9], and HPF, that al- 
low programmers to specify high-performance distributed computations in a 
portable manner, while also providing access to low-level information when 

this is required for performance. 

In the security area, we are focusing on two problems. 



- D a t a  A c c e s s :  techniques for providing computations with uniform, efficient, 
and secure access to files. In particular, new protocols and algorithms that 
allow secure distributed file systems [5] to function efficiently in large-scale 
internetworked environments. 

- A u t h e n t i c a l i o n  a n d  A u t h o r i z a t i o n :  authorization and access control mech- 
anisms that provide fine-grain control over access to communication, com- 
putational, and information resources. Also, techniques based on delegation 
of trust for managing trust relationships and access control in large and 
dynamically-changing user communities across multiple administrative do- 
mains. 

These basic techniques are being incorporated in a prototype software system 
for constructing high-performance distributed computations in national-scale in- 
ternetworked environments. Preliminary versions of this software were used in 
the I-WAY networking experiment to support extensive experiments in wide area 
snpercomputing. 

3 I - W A Y  a n d  I -Sof t  

The I-WAY, or Information Wide Area Year [6], was a wide-area computing 
experiment conducted throughout 1995 with the goal of providing a large-scale 
testbed in which innovative high-performance and geographically-distributed ap- 
plications could be deployed. The I-WAY linked 11 existing national testbeds 
based on ATM (asynchronous transfer mode) technology to interconnect super- 
computer centers, virtual reality research locations, and applications develop- 
ment sites across North America (Figure 1). When demonstrated at the Super- 
computing conference in San Diego in December 1995, it connected supercom- 
puters, mass storage systems, and advanced visualization devices at 17 different 
sites. This distributed supercomputing environment was used by over 60 applica- 
tion groups for experiments in high-performance computing (e.g., [22, 23]), col- 
laborative design [7], and the coupling of remote supercomputers and databases 
into local environments (e.g., [17]). A primary thrust was applications that use 
multiple supercomputers and virtual reality devices to explore collaborative tech- 
nologies in which shared virtual spaces are used to perform computational sci- 
ence. For the purposes of this experiment, all communication was performed by 
using standard IP protocols running over ATM Adaptation Layer 5 (AALS). 

The I-WAY experiment was intended not only as an opportunity for large- 
scale application experiments, but also as a testbed within which solutions to 
various software infrastructure problems could be deployed and studied in a 
somewhat controlled environment. Because the number of users (few hundred) 
and sites (around 20) were moderate, issues of scalability could, to a large extent, 
be ignored. However, issues of security, usability, and generality were of critical 
concern. Important secondary requirements were to minimize development and 
maintenance effort, both for the I-WAY development team and the participating 
sites and users. 



Fig. 1. The I-WAY network. Figure produced by Linda Winkler and Richard Foster. 

To this end, members of the Globus project worked in collaboration with re- 
searchers and programmers at various I-WAY sites to develop a system manage- 
ment and application programming environment called I-Soft [11] that provided 
uniform authentication, resource reservation, process creation, and communica- 
tion functions across I-WAY resources. A novel aspect of our approach was the 
deployment of a dedicated I-WAY Point of Presence, or I-POP, machine at each 
participating site (Figure 2). These machines provided a uniform environment 
for deployment of management software, and also simplified validation of sys- 
tem management and security solutions by serving as a "neutral" zone under 
the joint control of I-WAY developers and local authorities. 

The task of developing software systems for environments such as the I-WAY 
is complicated by the fact that resources and users exist at different sites and 
in different administrative domains. Different sites have different access mech- 
anisms for their resources, and cannot be expected to relinquish control to an 
external authority. Hence, the problem of developing management systems is in 
large part one of defining protocols and interfaces that support a negotiation pro- 
cess between users (or brokers acting on their behalf) and the sites that control 
the resources that users want to access. I-Soft addressed this issue by providing 
a simple computational resource broker that used scheduler proxies to provide 
a uniform scheduling environment integrating diverse local schedulers, and by 
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Fig. 2. An I-WAY Point of Presence (I-POP) machine 

using authorization proxies to construct a uniform authentication environment 
and define trust relationships across multiple administrative domains [11]. I-Soft 
also addressed issues of system heterogeneity by providing resource-aware paral- 
lel programming tools based on the Nexus runtime system [13]. These tools used 
configuration information regarding topology, network interfaces, startup mech- 
anisms, and node naming to provide a uniform view of heterogeneous systems 
and to optimize communication performance [10]. These various I-Soft services 
allowed a user to log on to any I-POP and then schedule resources on heteroge- 
neous collections of resources, initiate computations, and communicate between 
computers and with graphics devices--all without being aware of where these 
resources were located or how they were connected. 

The I-WAY experiment proved extremely useful as a means of identitying 
truly important issues in wide-area high-performance computing. In particular, 
we learned that system components that are typically developed in isolation 
must be more tightly integrated if performance, reliability, and usability goals 
are to be achieved. For example, resource location services in future I-WAY-like 
systems will need low-level information on network characteristics; schedulers 
will need to be able to schedule network bandwidth as well as computers; and 
parallel programming tools will need up-to-date information on network status. 

4 R e l a t e d  W o r k  

The Globus and 1-WAY projects build on the results of considerable previous 
work in distributed computing, parallel computing, and high-speed networking. 
To namejust a few examples, Condor [18], Nimrod [1], and Prospero [21] address 
the problem of locating and/or accessing distributed resources; AFS [20] and 



DFS address problems of sharing distributed data; and MPI [16], PVM [14], 
and Isis [2] address problems of coupling distributed computational resources. 

The Distributed Computing Environment (DCE) and Common Object Re- 
quest Broker Architecture (CORBA) are two major industry-led attempts to 
provide a unifying framework for distributed computing. Both define (or will 
soon define) a standard directory service, remote procedure call (RPC), secu- 
rity service, and so forth; DCE also defines a Distributed File Service (DFS) 
derived from AFS. Some DCE mechanisms (RPC, DFS) may well prove to be 
appropriate for implementing I-POP services; CORBA directory services may be 
useful for resource location. However, both DCE and CORBA appear to have 
significant deficiencies as a basis for application programming in I-WAY-like 
systems. In particular, the remote procedure call is not well-suited to applica- 
tions in which performance requirements demand asynchronous communication, 
multiple outstanding requests, and/or efficient collective operations. 

Two other research projects are addressing similar themes and goals. The 
Legion project at the University of Virginia [15] and the Globe project at the 
Vrije Universiteit in Amsterdam [24] both seek to develop a universal, object- 
based software infrastructure for computing in wide area environments; research 
topics include scheduling, file systems, security, fault tolerance, and network 
protocols. The Globus and I-WAY efforts are distinguished by their focus on 
high-performance systems and applications, in which the efficient management 
and scheduling of high-speed networks are central concerns. 

5 Future Directions 

The Globus project is now addressing various issues identified in the course of 
I-Soft development. Particular focus areas include resource location, schedul- 
ing, automatic configuration, scalable trust management, and resource-aware 
tools and applications. In addition, we are working with colleagues to define 
and construct a "persistent I-WAY" that will provide further opportunities for 
application experiments and evaluation of wide area management and applica- 
tion programming tools. We hope to extend the scope of the I-WAY to include 
international connections in the near future. 
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