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A b s t r a c t .  MILLIPEDE is a generic run-time system for executing paral- 
lel programming languages in distributed environments. In this project, 
a set of basic constructs which axe sufficient for most parallel program- 
ming languages is identified. These constructs are implemented on top of 
a cluster of workstations such that in order to run a specific parallel pro- 
gramming language in this distributed environment, all that is needed 
is a compiler, or a preprocessor, that maps the source language parallel 
code to the MILLIPEDE constructs. Some performance measurements of 
parallel programs on MILLIPEDE are also presented. 

1 Introduction 

The idea of using a cluster of workstations as a cost/effective high-performance 
parallel computer is becoming feasible as local area networks become faster and 
faster. This has led to the development of many run-time systems that  support 
parallel programming languages on cluster environments in recent years [1, 3, 
4, 5, 7, 8, 9, 10, 11, 12]. (A detailed comparison with these systems and others 
appears in the long version of this paper.) These run-time systems mainly differ 
by the memory consistency protocols they support, the load balancing schemes 
they employ, and the programming language they are targeted for. However, each 
of these run-time systems supports only one parallel programming language: 

This means that  in order to use an existing run-time system, one needs 
to adapt himself/herself to the one and only programming language which is 
supported by it. In this project, we have developed MILLIPEDE, a generic run- 
time system for parallel applications, which can support a variety of parallel 
programming languages. MILLIPEDE provides a flexible interface for creating 
parallel activities in the system, a distributed shared memory management,  load 
balancing, and synchronization methods in the form of library routines. These 
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can be used by a compiler, or a preprocessor, to map the primitives of the 
language to the constructs provided by MILLIPEDE. Thus, the only thing that 
is required in order to implement most of the parallel programming languages 
on MILLIPEDE is to make the appropriate changes in its compiler, adjusting it 
to MILLIPEDE'S interface, which is much easier than developing a new run-time 
system from scratch. 

The goM of MILLIPEDE is therefore to support a large variety of parallel 
programming languages using commodity parts and standard operating systems 
so that most people can continue using their "favorite" parallel programming 
language on the same run-time environment which works with their existing 
equipment. Also, since it is relatively easy to incorporate new programming lan- 
guages to the system, languages which are not supported at this point can be 
added on demand. For people that have no experience with parallel program- 
ming, MILLIPEDE currently supports the PARC programming language, which 
is a simple, yet powerfull, extension of C to parallel programming [2]. (We elab- 
orate on PARC in the full version of this paper [6].) Other languages that we are 
currently supporting include a parallel version of C + +  (CParPar), Java, and 
Par-Fortran 90. We intend to support Cilk, SPLASH macros, and Split-C soon. 

For further flexibility and in order to be able to adapt to the particular needs 
of different applications, MILLIPEDE supports both strong and weak consistency 
memory management, which can be chosen by the application, and a variant of 
release consistency is being implemented. Also, several load balancing schemes 
have been implemented, and they can also be picked by the application. These 
protocols and schemes are described in more detail in the full version of this 
paper [6]. MILLIPEDE is fully implemented on MACH, and a more advanced 
version is under final stages of implementation on Windows-NT TM. 

We have conducted several performance measurements on the MACH imple- 
mentation, and initial results are very encouraging. These results prove that at 
least for a large class of programs, it is possible to provide reasonable perfor- 
mance while running on a cluster of off-the-shelf workstations with an unmodi- 
fied operating system, connected by an off-the-shelf network, and using a generic 
run-time system and a friendly programming language. Most programs achieve 
good speedups, while the speedups for programs that have natural paralleliza- 
tion is close to linear. Also, there seems to be a correlation between the problem 
sizes and the speedups, indicating that when the problem is large enough, the 
benefits of using our system outweighs the overhead imposed by it. We believe 
that by further optimizing the implementation, we will be able to achieve even 
better performance. 

2 M i l l i p e d e ' s  s u p p o r t  in  P a r C ' s  c o n s t r u c t s  

MILLIPEDE provides powerfull interface that support PARC's constructs. PARC 
provides four constructs for creating parallel activities in the system: 

p p a r b l o c k  creates a given number of activities, each being specified separately. 
In particular, this can be used to implement fork-like primitives. 
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lpa rb lock  similar to pparblock, but the number of parallel activities created is 
limited to some multiplication of the number of processor, so that if more 
blocks are specified, some of them will be executed within the same activity. 
This is useful for improved performance. 

p p a r f o r  creates a given number of similar parallel activities which differ only by 
an index which is passed to them. Mainly useful for creating parallel loops. 

lpa r for  similar to pparfor, but the number of actual parallel activities which 
are created is limited to some multiplication of the number of processor in 
the system. 

The the following synchronization and atomic access constructs are provided: 
sync  which is a barrier synchronization, faa for atomic fetch-and-add opera- 
tions, tss  as an atomic test-and-set operation, rs t  as an atomic reset operation, 
and semaphore_wai t  and semaphore_signal  for mutual exclusion in critical 
sections. PARC also supports two main calls for early termination of parallel 
activities: pcon t inue ,  terminates the current parallel activity and pbreak ,  ter- 
minates the current parallel activity and its siblings. 

In order to run a PARC program in MILLIPEDE, a compiler for the source 
code programming language must first translate it into object code, with the 
appropriate calls to MILLIPEDE library functions, and must add a call to MIL- 
LIPEDE initialization routine. Then, the code can be linked together with the 
MILLIPEDE library to create the executable which runs both the MILLIPEDE 
run-time system and the application. When the application is executed, typi- 
cally one activity is first created on one of the nodes. Then, as the execution 
develops, more parallel activities may be created or terminated on various nodes 
of the system, and parallel activities may migrate from one node to the other, 
depending on the load balancing policy chosen. This process is explained in more 
detail in the full version of this paper [6]. 

3 P e r f o r m a n c e  

We have conducted several performance measurements which include matrix 
multiplication, finding the shortest distance in graphs, the traveling salesperson 
problem, and a linear equation solver. Due to space limitations, we only present 
here the high-lights of these measurements, but the full version of this paper 
contains a detailed description of these results [6]. 

In the case of matrix multiplication and finding the shortest distance in 
graphs, our system achieved close to linear speed-ups with problem size (matrix 
size and number of nodes respectively) of 400 elements.or more and 4 nodes. For 
the traveling salesperson problem we achieved a speedup of 60% with 3 nodes, 
but only marginal speedup for the linear equation solver. 

4 C o n c l u s i o n s  a n d  F u r t h e r  R e s e a r c h  

In this work we have demonstrated that building a generic run-time system that 
can support a variety of programming languages and provide reasonable perfor- 
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mance while using only commodity parts can be done. In our approach, adding 
support  for a new parallel programming language means only slightly modifying 
its compiler, which increases the accessibility of distributed environments to par- 
allel applications. This way all programming languages ported to our system can 
enjoy the same set of memory consistency and load balancing protocols, which 
can match the performance needs of their applications. 

We are currently experimenting with porting more parallel programming 
languages to MILLIPEDE, supporting more memory consistency protocols, and 
developing new load balancing schemes. We are also investigating ways of incor- 
porating fault-tolerance into our system. 
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