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#### Abstract

The problem of integrating multiple heterogeneous legacy databases is an important problem. Many papers [7,9,3] to date on this topic have assumed that all the databases comprising a mediated/federated system share the same security ordering. This assumption is often not true as the databases may have been developed independently by different agencies at different points in time. In this paper, we present techniques by which we may merge multiple security orderings into a single unified ordering that preserves the security relationships between orderings. We present a logic programming based approach, as well as a graph theoretical approach to this problem.
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## 1 Introduction

Complex applications in today's rapidly changing world require the ability to access a wide variety of distributed, heterogeneous data sources. In order to assist the author of such complex applications, Wiederhold [14, 15] has proposed the important concept of a mediator as a paradigm for integrating heterogeneous data and software. Major efforts towards the construction of mediators are currently underway at many universities and companies $[12,1,4,10]$.

One of the fundamental problems faced by each and every one of these efforts is the problem of security. Besides the standard problems related to security in databases and information systems, one has to tackle specific problems raised by the heterogeneous nature of data sources. In particular, it is not reasonable to assume that all packages participating in a mediated system and the mediator itself use the same security orderings.

[^0]For example, a Supply Mediator might use an inventory relation, created by an Army Logistics agency, and a GIS database, developed by a defense contractor, and it may very well be the case that these two groups used different security orderings in their design. A mediator must be able to automatically combine the security orderings used by the different packages in a semantically meaningful and security-preserving way. Such a combination will result in a new security level ordering that can be used by the mediator. In this paper, we will present methods by which different security orderings used by individual packages may be neatly combined into a new security ordering that captures the essential properties of the constituent orderings. Furthermore, we will show that this combination may be elegantly implemented using well known logic programming techniques and graph algorithms, and is solvable in polynomial time.

In the next section, we introduce the basic principles of our approach to the combination of heterogeneous security orderings. In Sec. 3, we introduce an axiomatization of the combinability problem based on a logic program $P$, and show how a global security ordering can be computed by querying P. In Sec. 4 we introduce an alternative approach, based on a graph representation of the problem, which leads to more efficient algorithms. We conclude with a section on related work.

## 2 Combining Heterogeneous Security Orderings

A security ordering is a partial order ( $S, \leq$ ), where $S$ is a set of security levels and $\leq$ is a partial order over $S$. Intuitively, in an individual data source, each user is assigned a security level that determines the user's capabilities; higher security levels correspond to higher clearance. Informally speaking, we would like to construct a security ordering ( $S, \leq$ ) that takes into account and semantically merges the security orderings $\left(S_{1}, \leq_{1}\right), \ldots,\left(S_{z}, \leq_{z}\right)$ that are used by the different packages participating in a mediated system. Users may then be assigned security levels from the merged ordering ( $S, \leq$ ).

Example 1. Figure 1 shows two different security orderings used by two relational DBs, db 1 and db 2 . The first database uses the ordering $\mathbf{u}$ (unclassified), $\mathbf{s}$ (secret), ts (top-secret), ts-sci1, and ts-sci2, where ts-sci stands for top-secret special compartmented information. The classification levels of db2 may be read similarly. For now, the reader can ignore the dotted line in Figure 1. There are several things to note, however. As db1 and db2 may have been created independently, it is entirely possible that these orderings refer to different things. For example, it may well be the case that the classification level ts in ( $S_{1}, \leq_{1}$ ) is equal to the classification level $s$ in $\left(S_{2}, \leq_{2}\right)$. Later (Example 2) we will show how this may be captured within our framework,

The aim of this section is to find a way of combining a given set of security orderings $\left(S_{1}, \leq_{1}\right), \ldots,\left(S_{z}, \leq_{z}\right)$. In our framework, we will merge the given security orderings into a new ordering in such a way that certain constraints are preserved. These constraints express relationships between security levels in


Fig. 1. Two different Security Orderings
different security orderings, thus providing us with information on how these different security orderings are linked. In order to avoid confusion, we will write $x: i$ to denote the security level $x$ of the ordering ( $S_{i}, \leq_{i}$ ).

Definition 1. An interoperation security constraint set is a set of statements of the form $x: i \preceq y: j$ or $x: i \npreceq y: j$ where $x \in S_{i}$ and $y \in S_{j}$ and $i \neq j$. Sometimes, when an interoperation security constraint set contains both the constraints $x: i \preceq y: j$ and $y: j \preceq x: i$, we will replace them by the single constraint $x: i=y: j$. Similarly, when both $x: i \preceq y: j$ and $y: j \npreceq x: i$ belong to an interoperation security constraint set, we will sometimes replace them with $x: i \prec y: j$.

Example 2. Returning to the security orderings of Figure 1 (cf. also Example 1), it may very well be the case that $\mathbf{t s}$ of ordering $\left(S_{1}, \leq_{1}\right)$ and $\mathbf{s}$ of ordering $\left(S_{2}, \leq_{2}\right)$ are identical, and so are ts-sci1 and ts-sci4. In this case, we have two members in our interoperation security constraint set; these are:

$$
\text { ts : } 1=\mathrm{s}: 2 ; \quad \text { ts-sci1:1 }=\text { ts-sci4:2. }
$$

Given the security orderings $\left(S_{1}, \leq_{1}\right) \ldots\left(S_{z}, \leq_{z}\right)$, and a set of interoperation security constraints ISC, we have to find a new, global security ordering ( $S, \preceq$ ) and a family of functions $\psi_{i}: S_{i} \rightarrow S(1 \leq i \leq z)$, translating the given security levels into the new ones, ${ }^{3}$ such that:
(C1) the original orderings are preserved, i.e., for all $x, y$ in any given $S_{i}$,

$$
\psi_{i}(x) \preceq \psi_{i}(y) \leftrightarrow x \leq_{i} y ;
$$

[^1](C2) the interoperation constraints are satisfied, that is,
\[

$$
\begin{aligned}
& (x: i \preceq y: j) \in \operatorname{ISC} \rightarrow \psi_{i}(x) \preceq \psi_{j}(y), \\
& (x: i \npreceq y: j) \in \operatorname{ISC} \rightarrow \psi_{i}(x) \npreceq \psi_{j}(y) .
\end{aligned}
$$
\]

Definition 2. A set of security orderings $\mathcal{H}=\left\{\left(S_{1}, \leq_{1}\right), \ldots,\left(S_{z}, \leq_{z}\right)\right\}$ is said to be combinable w.r.t. a set of interoperation security constraints, ISC, iff there exist a partially ordered set ( $S, \preceq$ ) and a family of translation functions $\psi_{i}$ : $S_{i} \rightarrow S(1 \leq i \leq z)$, such that conditions (C1) and (C2) hold. In this case, we say that $(S, \preceq), \psi_{1}, \ldots, \psi_{z}$ constitute a witness to the combinability of $\mathcal{H}$.

Example 3. Let us return to the security ordering of Figure 1 and the interoperation security constraints of Example 2. The partial ordering shown in Figure 2 constitutes a witness to the combinability of such orderings, together with the following translation functions: $\psi_{1}: S_{1} \rightarrow S$ is the identity function, while $\psi_{2}: S_{2} \rightarrow S$ is the map:

$$
\text { s } \mapsto \text { ts } ; \quad \text { ts-sci } 3 \mapsto \text { ts-sci3; ts-sci4 } \mapsto \text { ts-sci1 }
$$



$$
(S, \underline{\boxed{ }})
$$

Fig. 2. A security ordering that merges $\left(S_{1}, \leq_{1}\right)$ and $\left(S_{2}, \leq_{2}\right)$

Example 4. Let us return to the security orderings of Figure 1 and consider the situation when the interoperability constraint set contains the statements:

$$
\mathbf{s}: 1=\operatorname{ts}-\mathrm{sci} 3: 2, \quad \operatorname{ts}: 1=\mathrm{s}: 2
$$

These orderings are not combinable with respect to the above interoperation constraints. In fact, $\mathbf{t s}: 1=\mathrm{s}: 2 \leq \mathrm{t}$-sci3:2=s:1. This violates the principle of preservation of the given orderings, (C1), because ts:1 is not smaller than $\mathbf{s : 1}$ in the given ordering.

Remark. Condition (C1) implies that each $\psi_{i}$ must be order-preserving and injective (cf. [2]), that is, $x \leq_{i} y \rightarrow \psi_{i}(x) \preceq \psi_{i}(y)$, and $x \neq y \rightarrow \psi_{i}(x) \neq \psi_{i}(y)$. These conditions, however, are not equivalent to (C1) (essentially, the "only if" part of (C1) is not entailed, because every partial order can be linearized). We omit the details here, because they are not relevant in this context.

Given $\left(S_{1}, \leq_{1}\right), \ldots,\left(S_{z}, \leq_{z}\right)$ and ISC, there are several natural problems to solve. First, we have to check combinability. Then, if possible, a "conservative" witness should be computed; by "conservative", we mean that security levels belonging to different orderings should not be equated or made to satisfy an inequality in the merged ordering unless doing so is absolutely necessary to satisfy the combinability conditions (C1) and (C2). If the given orderings are not combinable w.r.t. ISC, then we need to find a minimal relaxation of the constraints that allows for combinability. In the following sections, we will show how we can solve these problems by exploiting logic programming techniques and standard algorithms on graphs.
But first, we show that conservative witnesses are essentially unique; therefore, it does not really matter which witness we choose, as far as it enjoys conservativity. For this purpose, we formalize the notion of conservativity.

Definition3. A witness $\left(S^{*}, \preceq^{*}\right), \psi_{1}^{*}, \ldots, \psi_{z}^{*}$ of the combinability of $\mathcal{H}$ w.r.t. ISC is maximally conservative iff, for all other such witnesses $\left(S, \underline{)}, \psi_{1}, \ldots, \psi_{z}\right.$,

$$
\psi_{i}^{*}(x) \preceq^{*} \psi_{j}^{*}(y) \rightarrow \psi_{i}(x) \preceq \psi_{j}(y) .
$$

Besides conservativity, we are naturally interested in witnesses that do not contain "useless" security levels, in the sense that each level in the witness corresponds to some level in one of the given security orderings. These witnesses are called parsimonious.

Definition 4. Let $\mathcal{H}=\left\{\left(S_{1}, \leq_{1}\right), \ldots,\left(S_{z}, \leq_{z}\right)\right\}$ be a set of security orderings. A witness $\left(S^{*}, \preceq^{*}\right), \psi_{1}^{*}, \ldots, \psi_{z}^{*}$ of the combinability of $\mathcal{H}$ is parsimonious iff for all $x^{*} \in S^{*}$, there exists $x: i$ such that $x^{*}=\psi_{i}^{*}(x)$.

In the next section, we will show that each combinable $\mathcal{H}$ has a maximally conservative and parsimonious witness (cf. Theorem 9 and Corollary 10). Here we prove that all such witnesses are isomorphic to each other, and hence, roughly speaking, they are essentially the same object.

Theorem 5. Let $\left(S^{*}, \preceq^{*}\right), \psi_{1}^{*}, \ldots, \psi_{z}^{*}$ and $\left(S^{\prime}, \preceq^{\prime}\right), \psi_{1}^{\prime}, \ldots, \psi_{z}^{\prime}$ be witnesses of the combinability of $\mathcal{H}$ w.r.t. ISC. If they are parsimonious and maximally conservative, then they are isomorphic. Moreover, there is an isomorphism $f: S^{*} \rightarrow S^{\prime}$ such that $f \circ \psi_{i}^{*}=\psi_{i}^{\prime}$, that is, the diagram in Fig. 3 commutes.

Proof. To show that the two witnesses are isomorphic, we have to prove that (i) there is a bijection $f: S^{*} \rightarrow S^{\prime}$, and (ii) $f$ preserves the orderings, that is, $x^{*} \preceq^{*} y^{*}$ iff $f\left(x^{*}\right) \preceq^{\prime} f\left(y^{*}\right)$.


Fig. 3. This diagram commutes, for all $i=1, \ldots, z$
(i) The function $f$ is constructed as follows. For each element $x^{*} \in S^{*}$, consider the set $X=\left\{x: i \mid \psi_{i}^{*}(x)=x^{*}\right\} \quad\left(X\right.$ is not empty because $\left(S^{*}, \preceq^{*}\right.$ $), \psi_{1}^{*}, \ldots, \psi_{z}^{*}$ is parsimonious), and define $f\left(x^{*}\right)=\psi_{i}^{\prime}(x)$, for an arbitrary $x: i \in X$.
To see that $f$ is well defined, we have to show that the choice of $x: i$ does not influence the value of $f$. For this purpose, it suffices to prove
$\left(i^{\prime}\right)$ for all $x: i, y: j$ in $X, \psi_{i}^{\prime}(x)=\psi_{j}^{\prime}(y)$.
Note that, for all pairs of elements $x: i, y: j$ in $X, \psi_{i}^{*}(x)=x^{*}=\psi_{j}^{*}(y)$ holds; furthermore, $\psi_{i}^{*}(x)=\psi_{j}^{*}(y)$ iff $\psi_{i}^{*}(x) \preceq^{*} \psi_{j}^{*}(y)$ and $\psi_{j}^{*}(y) \preceq^{* *} \psi_{i}^{*}(x)$, iff $\psi_{i}^{\prime}(x) \preceq^{\prime} \psi_{j}^{\prime}(y)$ and $\psi_{j}^{\prime}(y) \preceq^{\prime} \psi_{i}^{\prime}(x)$ (since the two witnesses are maximally conservative), iff $\psi_{i}^{\prime}(x)=\psi_{j}^{\prime}(y)$. This completes the proof that $f$ is well defined.
Next we prove that $f$ is a bijection. To see that $f$ is surjective, note that for all $x^{\prime} \in S^{\prime}$, there exists $x: i$ such that $\psi_{i}^{\prime}(x)=x^{\prime}$ (because $\left(S^{\prime}, \preceq^{\prime}\right), \psi_{1}^{\prime}, \ldots, \psi_{x}^{\prime}$ is parsimonious); then, by definition of $f, f\left(\psi_{i}^{*}(x)\right)=x^{\prime}$. To see that $f$ is injective, assume that $f\left(x^{*}\right)=f\left(y^{*}\right)$; we have to show $x^{*}=y^{*}$. By definition of $f$, there exist $x: i$ and $y: j$ such that

$$
\begin{align*}
& \psi_{i}^{*}(x)=x^{*}  \tag{1}\\
& f\left(x^{*}\right)=\psi_{i}^{\prime}(x)  \tag{2}\\
& \psi_{j}^{*}(y)=y^{*}  \tag{3}\\
& f\left(y^{*}\right)=\psi_{j}^{\prime}(y) \tag{4}
\end{align*}
$$

From $f\left(x^{*}\right)=f\left(y^{*}\right),(2)$ and (4), it follows that $\psi_{i}^{\prime}(x)=\psi_{j}^{\prime}(y)$; this implies $\psi_{i}^{*}(x)=\psi_{j}^{*}(y)$, because the two witnesses are maximally conservative (see the proof of ( $\mathrm{i}^{\prime}$ ) above). From this fact, (1) and (3), derive $x^{*}=y^{*}$. This completes the proof that $f$ is injective, and the proof that $f$ is a bijection.
(ii) Consider two elements $x: i$, and $y: j$ such that $\psi_{i}^{*}(x)=x^{*}$ and $\psi_{j}^{*}(y)=y^{*}$ (they exist because $\left(S^{*}, \preceq^{*}\right), \psi_{1}^{*}, \ldots, \psi_{z}^{*}$ is parsimonious). Clearly, $x^{*} \preceq^{*} y^{*}$ iff $\psi_{i}^{*}(x) \preceq^{*} \psi_{j}^{*}(y)$, iff $\psi_{i}^{\prime}(x) \preceq^{\prime} \psi_{j}^{\prime}(y)$ (maximal conservativity of the two witnesses) iff $f\left(x^{*}\right) \preceq^{\prime} f\left(y^{*}\right)$ (because $f\left(x^{*}\right)=\psi_{i}^{\prime}(x)$ and $f\left(y^{*}\right)=\psi_{j}^{\prime}(y)$, by definition of $f$ ).

Finally, note that $f$ satisfies $f \circ \psi_{i}^{*}=\psi_{i}^{\prime}$ by definition.
Remark. If a witness $\mathcal{W}$ is maximally conservative but not parsimonious, then it contains a parsimonious, maximally conservative witness, which coincides with the restriction of $\mathcal{W}$ to the range of the translation functions. The proof is easy and is omitted here.

## 3 Logic Programming Approach

In this section we prove that the combinability problem can be solved in polynomial time by exploiting a suitable logic program. In the rest of the paper, without loss of generality, we will assume that each ordering ( $S_{i}, \leq_{i}$ ) is represented as a finite Hasse diagram (as shown in Figure 1).
The combinability problem can be represented in a natural way through a logic program $P$, that encodes (a) the given security orderings, (b) the standard properties that must be satisfied by the ordering $\preceq$ of the witness, and (c) the interoperation constraints ISC.

Definition 6. The Herbrand Universe $U_{P}$ (i.e. the set of ground terms) of the program $P$ consists of all the terms $x: i$ where $x \in S_{i},(1 \leq i \leq z)$. The rules of $P$ comprise:

1. the axiomatization of the reflexive, antisymmetric and transitive properties:
$X \leq X$
$X \approx Y \leftarrow X \leq Y, Y \leq X$
$X \leq Y \leftarrow X \leq Z, Z \leq Y$
Note that above, $\leq$ and $\approx$ are binary predicate symbols.
2. the facts

$$
x: i \leq y: i
$$

such that ( $\mathrm{x}, \mathrm{y}$ ) is a link in the Hasse diagram of $S_{i}$ (principle of autonomy);
3. the facts
$x: i \leq y: j$.
such that ( $x: i \preceq y: j$ ) is a constraint of ISC;
4. the rules
non_combinable $\leftarrow x: i \leq y: i$
whenever $x$ is not smaller than $y$ in $S_{i}$ (principle of security);
5. the rules
non_combinable $\leftarrow x: i \leq y: j$
such that $(x: i \npreceq y: j)$ is a constraint of ISC.

Remark. The relation $\approx$ in $P$ is an equivalence relation.

Remark. For all given security orderings ( $S_{i}, \leq_{i}$ ),

$$
x \leq_{i} y \text { implies } P \vDash x: i \leq y: i
$$

Example 5. Suppose we return to the two partial orderings of Fig. 1. The logic program $P$ associated with the problem of combining these two security orderings is given in Fig. 4. Note that rule ( $a$ ) is redundant, because if $\mathbf{t s}: \mathbf{1} \leq \mathbf{u}: \mathbf{1}$ then,

$$
\begin{align*}
& X \leq X \leftarrow \\
& X \leq X \leftarrow X \leq Z, Z \leq Y \\
& X \approx X \leftarrow X \leq Y, Y \leq X \\
& \mathrm{u}: 1 \leq \mathrm{s}: 1 \leftarrow \\
& \mathrm{~s}: 1 \leq \mathrm{ts}: 1 \leftarrow \\
& \text { ts : } 1 \leq \text { ts_scil : } 1 \leftarrow \\
& \text { ts : } 1 \leq \text { ts_sci2 }: 1 \leftarrow \\
& s: 2 \leq t s \_ \text {sci3: } 2 \leftarrow \\
& \mathrm{~s}: 2 \leq \mathrm{ts} \text { _sci4 }: 2 \leftarrow \\
& \text { ts : } 1 \leq s: 2 \leftarrow \\
& \mathrm{~s}: \mathbf{2} \leq \mathrm{ts}: 1 \leftarrow \\
& \text { ts_scil : } 1 \leq t s . . \operatorname{sci} 4: 2 \leftarrow \\
& \text { ts_sci4: } 2 \leq t s \_s c i 1: 1 \leftarrow \\
& \text { non_combinable } \leftarrow \mathrm{s}: 1 \leq \mathrm{u}: 1 \\
& \text { non_combinable } \leftarrow \mathrm{ts}: 1 \leq \mathrm{u}: 1  \tag{a}\\
& \text { non_combinable } \leftarrow \mathrm{ts}: 1 \leq \mathrm{s}: 1  \tag{b}\\
& \text { non_combinable } \leftarrow \text { ts_sci1 : } 1 \leq u: 1  \tag{*}\\
& \text { non_combinable } \leftarrow \text { ts_sci1 : } 1 \leq \mathrm{s}: 1  \tag{*}\\
& \text { non_combinable } \leftarrow \text { ts_sci1 }: 1 \leq \mathrm{ts}: 1 \\
& \text { non_combinable } \leftarrow \text { ts_sci1 }: 1 \leq \text { ts_sci2: } 1 \\
& \text { non_combinable } \leftarrow \text { ts_sci2: } 1 \leq \mathbf{u}: 1  \tag{*}\\
& \text { non_combinable } \leftarrow t s \_s c i 2: 1 \leq s: 1  \tag{*}\\
& \text { non_combinable } \leftarrow \operatorname{ts} \text { sci2 }: 1 \leq \operatorname{ts}: 1 \\
& \text { non_combinable } \leftarrow \text { ts_sci2 }: 1 \leq \text { ts_sci1 : } 1 \\
& \text { non_combinable } \leftarrow \text { ts_sci3 : } \mathbf{2} \leq s: 2 \\
& \text { non_combinable } \leftarrow \text { ts_sci4 }: 2 \leq s: 2 \\
& \text { non_combinable } \leftarrow \text { ts_sci3 : } 2 \leq \text { ts_sci4: } 2 \\
& \text { non_combinable } \leftarrow \text { ts_sci4 : } 2 \leq \text { ts_sci3 }: 2
\end{align*}
$$

Fig. 4. The program $P$ for the orderings in Fig. 1
by transitivity, ts:1 $\leq s: 1$, and hence non_combinable can be derived through (b). Similarly, the rules marked with (*) can be eliminated. In general, among the lower bounds of a security level, only the maximal ones need to be considered.

The following lemma shows that the above logic program is a sound formalization of the combinability problem, in the sense that the relations which are entailed by $P$ must hold in every possible witness ${ }^{4}$.

Lemma 7. For all witnesses $(S, \preceq), \psi_{1}, \ldots, \psi_{z}$ of the combinability of $\mathcal{H}$,

$$
P \vDash x: i \leq y: j \text { implies } \psi_{i}(x) \preceq \psi_{j}(y) .
$$

Proof. If $x: i=y: j$, then the property holds trivially. Otherwise, if $P \vDash x$ : $i \leq y: j$, then $(x: i \leq y: j) \in T_{P}^{\omega}$, since $P$ is a Horn program, and therefore there exists $n$ such that $(x: i \leq y: j) \in T_{P}^{n}-T_{P}^{n-1}$.

By induction on $n:$ if $x: i \leq y: j \in T_{P}^{1}$, then $x: i \leq y: j \in P$, which means that either ( $x: i \preceq y: j$ ) $\in$ ISC, and then $\psi_{i}(x) \preceq \psi_{j}(y)$ by definition of witness, or $i=j$, and $x \leq_{i} y$, and then $\psi_{i}(x) \preceq \psi_{i}(y)$, by definition of witness . Assume that the lemma holds for all the facts $z: l \leq t: k \in T_{P}^{m}$, and consider $(x: i \leq y: j) \in T_{P}^{n+1}$. Since $(x: i \leq y: j) \in T_{P}^{n+1}$, there must be a ground instance $x: i \leq y: j \leftarrow x: i \leq z: l, z: l \leq y: j$ of a clause in $P$ such that both $x: i \leq z: l$ and $z: l \leq y: j$ belong to $T_{P}^{n}$. Therefore, both $x: i \leq z: l$ and $z: l \leq y: j$ satisfy the inductive hypothesis: $\psi_{i}(x) \preceq \psi_{l}(z)$ and $\psi_{l}(z) \preceq \psi_{j}(y)$ From the transitivity of $\preceq, \psi_{i}(x) \preceq \psi_{j}(y)$.

Intuitively, if the given orderings are combinable, we can build a witness by querying the program $P$. The new security levels are obtained by collapsing all the pairs $x: i$ and $y: j$ such that $P$ entails $x: i \approx y: j$. Technically speaking, this is obtained by taking the quotient $\left(U_{P} / \approx\right)$ as the witness domain. Similarly, the ordering is obtained by querying $P$, as specified below.

Definition 8. The $P$-canonical security ordering associated with $\mathcal{H}$ is $\left(S^{*}, \preceq^{*}\right)$, where
$-S^{*}$ is the quotient set ( $U_{P} / \approx$ );

- $X \preceq^{*} Y$ holds iff $P \vDash x: i \leq y: j$, for some $x: i \in X$ and $y: j \in Y$.

The translation functions are defined as $\psi_{i}^{*}(x)=[x ; i]$, where $[x: i]$ denotes the equivalence class of $x: i$.

Theorem 9. $\mathcal{H}$ is combinable iff $P$ does not entail non_combinable .
Proof. First we prove the "only if" part. Let $(S, \preceq), \psi_{1}, \ldots, \psi_{z}$ be a witness of the combinability of $\mathcal{H}$. Assume that $P \vDash$ non_combinable. This means that there exists $n$ such that non_combinable $\in T_{P}^{n}-T_{P}^{n-1}$. Therefore, either $x: i \leq$

[^2]$y: i \in T_{P}^{n-1}$, and $x \mathbb{L}_{i} y$, or $x: i \leq y: j \in T_{P}^{n-1}$, and $(x: i \npreceq y: i) \in \operatorname{ISC}$. In the first case $P \vDash x: i \leq y: i$, therefore, by Lemma 7, $\psi_{i}(x) \preceq \psi_{i}(y)$ and, by definition of witness $x \leq_{i} y$; a contradiction. Consider now the second case. $P \models x: i \leq y: j$, and therefore, by Lemma $7, \psi_{i}(x) \preceq \psi_{j}(y)$. This contradicts the hypothesis $(x: i \npreceq y: j) \in$ ISC, since, by definition of witness, it would imply $\psi_{i}(x) \npreceq \psi_{j}(y)$. This means that also the second case is impossible, and therefore it cannot be the case that $P \vDash$ non_combinable.

We are left to prove that if $P \not \vDash$ non_combinable, then $\mathcal{H}$ is combinable. For this purpose, we show that the canonical security ordering ( $S^{*}, \preceq^{*}$ ), and the canonical translations $\psi_{1}^{*}, \ldots, \psi_{z}^{*}$, constitute a witness of its combinability.

Condition (C1) is satisfied. Indeed, assume $\psi_{i}^{*}(x) \preceq^{*} \psi_{i}^{*}(y)$, i.e., $[x: i] \preceq$ [ $y: i$ ]. Then, by definition, $P \vDash x: i \leq y: i$, and therefore it must be $x \leq i y$ (otherwise, $P$ would entail non_combinable). On the other hand, if $x \leq_{i} y$, then $P \vDash x: i \leq y: i$ (Remark 3), and then, by definition, $[x: i] \preceq^{*}[y: i]$, i.e., $\psi_{i}^{*}(x) \preceq \psi_{i}^{*}(y)$.

Condition (C2) is satisfied. Indeed, if ( $x: i \preceq y: j$ ) $\in$ ISC, then the fact $x: i \leq y: j$ belongs to the program $P$. By definition, $P \vDash x: i \leq y: j$ implies $[x: i] \preceq[y: j]$, i.e., $\psi_{i}^{*}(x) \preceq \psi_{j}^{*}(y)$.

On the other hand, if $(x: i \npreceq y: j) \in \mathrm{ISC}$, then $P \not \vDash x: i \leq y: j$, otherwise $P$ would entail non_combinable. From $P \nLeftarrow x: i \leq y: j$ it follows, by definition, $[x: i] \npreceq[y: j]$, and then $\psi_{i}^{*}(x) \AA^{*} \psi_{j}^{*}(y)$.

As a corollary of Theorem 9 and Lemma 7, we derive that the canonical security ordering and the canonical translations integrate the given security orderings ( $S_{i}, \leq_{i}$ ) by introducing the least possible number of dependencies, thereby achieving a maximally conservative composition.

Corollary 10. If $\mathcal{H}$ is combinable then $\left(S^{*}, \preceq^{*}\right), \psi_{1}^{*}, \ldots, \psi_{z}^{*}$ is a maximally conservative and parsimonious witness.

Since deduction from Horn clauses can be done in polynomial time [5], also the combinability check and the construction of a witness can be performed in polynomial time.

Theorem 11. Let $n=\sum_{i=1}^{z}\left|S_{i}\right|$. Checking combinability and building the canonical ordering with the LP method can be done in time and space $O\left(n^{3}\right)$, that is, the size of the ground instantiation of the program.

Proof. To check that $\mathcal{H}$ is combinable, it suffices to

- build the ground instance of the program $P$ associated with $\mathcal{H}$, say $P_{\text {ground }}$. This can be done in time and space $O\left(n^{3}\right)$, since the axiomatization of the transitive property is the only rule in $P$ in which three variables occur (the other rules contain at most two variables);
- compute the least model of $P_{\text {ground }} . P_{g r o u n d}$ is a ground Horn program, and its least Herbrand model can be found in time and space linear in the size of $P_{\text {ground }}$ [5], that is, $O\left(n^{3}\right)$;
- verify that non_combinable does not belong to the least model of $P_{\text {ground }}$. The size of the least model is linear in the size of the Herbrand Universe of $P$, that is, $O(n)$; checking if non_combinable belongs to such a model can be done in $O(n)$.

The total cost is therefore $O\left(n^{3}\right)$.
The canonical ordering can be computed by a naive algorithm in time $O\left(n^{4}\right)$, by repeatedly scanning the least model of $P$ (whose size is $O\left(n^{2}\right)$, and which can be computed in time $O\left(n^{3}\right)$, cf. the proof of the above theorem). The naive algorithm can be improved, but the cost is unlikely to drop below $O\left(n^{3}\right)$, as far as general query methods for function-free logic programs are used. In fact, the best general query methods have worst case complexity linear in the size of the ground instantiation of the program, that is $O\left(n^{3}\right)$ for $P$. We omit the details here, because these complexity bounds can be improved by adopting a different, more efficient technique, based on standard graph algorithms.

## 4 Composing Security Orderings Through Graph Algorithms

In this section we reformulate the notion of canonical security ordering in terms of the graph defined below. The final goal is obtaining more efficient algorithms for solving the various problems related to combinability.

Definition 12. The graph associated with $\mathcal{H}=\left\{\left(S_{1}, \leq_{1}\right), \ldots,\left(S_{z}, \leq_{z}\right)\right\}$ and ISC is $G=(V, E)$, where $V$ (the set of vertices) is the set of all $x: i$ such that $x \in S_{i}(1 \leq i \leq z)$, and where $E$ (the set of edges) is the set of all ordered pairs ( $x: i, y: j$ ) such that either
(1) $i=j$ and there is an edge from $x$ to $y$ in the Hasse diagram of $S_{i}$, or
(2) $i \neq j$ and $(x: i \preceq y: j) \in \operatorname{ISC}$.

The basic idea is that if two security levels belong to a cycle in $G$, then the two levels must be identified to satisfy (C1) and (C2). The rest of the section expands on this idea.

Definition 13. The $G$-canonical security ordering associated to $\mathcal{H}$ is $\left(S^{+}, \underline{1}^{+}\right)$, where $S^{+}$is the set of strongly connected components ${ }^{5}$ of the graph $G$ associated to $\mathcal{H}$, and $x \preceq^{+} y$ holds iff $x=y$ or there is a directed path in $G$ from a member of $x$ to a member of $y$. The canonical translations $\psi_{i}^{+}$are defined by

$$
\psi_{i}^{+}(x)=[x: i]
$$

where $[x: i]$ denotes the strongly connected component containing $x: i$.

[^3]The following is a soundness lemma, stating that the dependencies that hold in the canonical security ordering must hold also in every witness.

Lemma 14. Let $\left(S^{+}, \preceq^{+}\right)$be the canonical security ordering of $\mathcal{H}$. Then, for all witnesses $(S, \preceq), \psi_{1}, \ldots, \psi_{z}$ of the combinability of $\mathcal{H}$,

$$
[x: i] \preceq^{+}[y: j] \rightarrow \psi_{i}(x) \preceq \psi_{j}(y) .
$$

Proof. Assume that $[x: i] \preceq^{+}[y: j]$. By definition, it follows that either $x: i=y: j$ or there must be a path from $x: i$ to $y: j$ in $G$. The first case is trivial, so we focus on the latter. Let the path be

$$
x: i=x_{1}: i_{1}, x_{2}: i_{2}, \ldots, x_{n}: i_{n}=y: j
$$

By definition of the edges of $G$, we have that for all $k=1, \ldots, n-1$ one of the following conditions holds:
(1) $i_{k}=i_{k+1}$ and $x_{k} \leq i_{k} x_{k+1}$. In this case, by (C1), we have $\psi_{i_{k}}\left(x_{k}\right) \preceq$ $\psi_{i_{k}}\left(x_{k+1}\right)=\psi_{i_{k+1}}\left(x_{k+1}\right)$.
(2) $i_{k} \neq i_{k+1}$ and $\left(x_{k}: i_{k} \preceq x_{k+1}: i_{k+1}\right) \in$ ISC. Also in this case, we have $\psi_{i_{k}}\left(x_{k}\right) \preceq \psi_{i_{k+1}}\left(x_{k+1}\right)$, by (C2).
It follows that $\psi_{i}(x)=\psi_{i_{1}}\left(x_{1}\right) \preceq \ldots \preceq \psi_{i_{n}}\left(x_{n}\right)=\psi_{j}(y)$, so, by transitivity, $\psi_{i}(x) \preceq \psi_{j}(y)$.

This result, however, does not imply that the canonical ordering and the canonical translations constitute a witness, nor that $\mathcal{H}$ is combinable. For this purpose we prove the next theorems.

Theorem 15. $\mathcal{H}$ is combinable iff the corresponding canonical ordering $\left(S^{+}, \preceq^{+}\right.$ ) and the canonical translations $\psi_{1}^{+}, \ldots, \psi_{z}^{+}$, constitute a witness to the combinability of $\mathcal{H}$.
Proof. The "if" part is trivial. To prove the "only if" part, assume that $\mathcal{H}$ is combinable, and let ( $S, \preceq$ ) , $\psi_{1}, \ldots, \psi_{z}$ be a witness to the combinability of $\mathcal{H}$. We have to show that $\left(S^{+}, \underline{\varsigma}^{+}\right)$and the canonical translations constitute a witness, i.e., that they satisfy the conditions (C1) and (C2). To prove the "if" part of (C1), assume $x \leq_{i} y$; then there is a path from $x$ to $y$ in the Hasse diagram of the security ordering $S_{i} ;$ by definition of $G$, there is a corresponding path from $x: i$ to $y: i$ in $G$; by definition of canonical ordering, it follows that $[x: i] \preceq^{+}[y: i]$; then, by definition of $\psi_{i}^{+}, \psi_{i}^{+}(x) \preceq^{+} \psi_{i}^{+}(y)$. This proves the "if" part of (C1). To prove the "only if part", assume that $\psi_{i}^{+}(x) \preceq^{+} \psi_{i}^{+}(y)$; then, by definition of $\psi_{i}^{+},[x: i] \preceq^{+}[y: i]$; by Lemma 14, it follows that $\psi_{i}(x) \preceq \psi_{i}(y)$, and hence, by (C1), $x \leq_{i} y$. This completes the proof that (C1) holds.

We are left to prove that also (C2) is satisfied. For each constraint ( $x: i \preceq y$ : $j) \in \operatorname{ISC}, G$ contains an edge from $x: i$ to $y: j ;$ therefore $[x: i] \preceq^{+}[y: j]$, and hence $\psi_{i}^{+}(x) \preceq^{+} \psi_{j}^{+}(y)$. This proves that all positive constraints are satisfied. Now assume that some negative constraint $(x: i \npreceq y ; j) \in \operatorname{ISC}$ is not satisfied by the canonical ordering, that is, $\psi_{i}^{+}(x) \preceq^{+} \psi_{j}^{+}(y)$. This is equivalent to $[x$ : $\left.i] \preceq\left[\begin{array}{l} \\ \\ \end{array}\right] j\right]$; by Lemma 14, it follows that $\psi_{i}(x) \preceq \psi_{j}(y)$. But then, the witness $\left(S, \preceq \varliminf^{\prime}\right), \psi_{1}, \ldots, \psi_{n}$ would violate (C2), which is absurd.

As a corollary of the above results, we derive that the new notion of canonical security ordering constitutes a maximally conservative witness.

Corollary 16. If $\mathcal{H}$ is combinable then $\left(S^{+}, \underline{\varsigma}^{+}\right), \psi_{1}^{+}, \ldots, \psi_{z}^{+}$is a maximally conservative and parsimonious witness.

Therefore, by Theorem 5, the G-canonical witness is isomorphic to the P-canonical witness, i.e. the two approaches are equivalent, from a semantic point of view. On the contrary, there are some differences in efficiency. All the basic problems related to combinability outlined in the previous sections can be solved in polynomial time, with some improvements w.r.t. the logic programming approach.

Theorem 17. Let $n$ be the number of vertices of $G$, that is, $n=\sum_{i=1}^{z}\left|S_{i}\right|$.
(i) Deciding combinability can be done in time $O\left(n^{2} \log n\right)$.
(ii) The canonical ordering $\left(S^{+}, \underline{\Omega}^{+}\right)$can be computed in time $O\left(n^{2}\right)$.
(iii) A maximal satisfiable subset of ISC can be computed in time $O\left(n^{4} \log n\right)$.

Proof. (i) To check that $\mathcal{H}$ is combinable, it suffices to verify that the canonical ordering and the canonical translations constitute a witness. This can be done through the following steps:
(a) Construct the associated graph $G$ (time: $O(|G|)$ ).
(b) Compute the strongly connected components of $G$ (time: $O(|G|)$, cf. [13]).
(c) Verify condition (C1). This can be done by constructing the set $L_{i}^{+}=$ $\left\{(x, y) \mid[x: i] \preceq^{+}[y: i]\right\}$ and checking that it coincides with the set $L_{i}=\left\{(x, y) \mid x \leq_{i} y\right\}(1 \leq i \leq z)$. This can be done as follows:
(c1) Construct $L_{i}^{\dagger}$ and $L_{i}$ as lists (time: $O\left(n^{2}\right)$ ).
(c2) Sort $L_{i}^{+}$and $L_{i}$ under lexicographic order (time: $O\left(n^{2} \log n^{2}\right)$ ).
(c3) Verify that $L_{i}^{+}=L_{i}$ (time: $O\left(n^{2}\right)$ ).
Since the cost of (c2) dominates the cost of (c1) and (c3), the total cost of step (c) is $O\left(n^{2} \log n^{2}\right)$.
(d) Verify condition (C2). Clearly, the positive constraints of ISC are satisfied by construction (cf. proof of Theorem 15), so we only have to check the negative constraints. This can be done by
(d1) constructing the set $N=\{(x: i, y: j) \mid(x: i \npreceq y: j) \in \mathrm{ISC}\}$ and the set $L^{+}=\left\{(x: i, y: j) \mid[x: i] \preceq^{+}[y: j]\right\}(1 \leq i \leq z) ;\left(\right.$ time: $\left.O\left(n^{2}\right)\right)$;
(d2) verifying that the intersection of $L^{+}$and $N$ is empty; this can be done in time $O\left(n^{2} \log n^{2}\right)$ by sorting $L^{+}$and $N$ and then visiting them one time in parallel, in ascending order.

The total cost of step (d) is $O\left(n^{2} \log n^{2}\right)$. Now, since the size of $|G|$ grows as $n^{2}$, in the worst case, we have that the cost of (a) and (b) is dominated by the cost of (c) and (d); therefore, the overall complexity of this algorithm is $O\left(n^{2} \log n^{2}\right)$. Moreover, $n^{2} \log n^{2}=2 n^{2} \log n$, and hence the asymptotic time complexity is $O\left(n^{2} \log n\right)$.
(ii) Note that the canonical ordering can be constructed by performing steps (a) and (b), and by computing the set $L^{+}$(cf. step (d1)) which yields the relation
$\preceq^{+}$. It follows immediately that the canonical ordering can be constructed in time $O\left(n^{2}\right)$.
(iii) Let $\chi_{1}, \ldots, \chi_{k}$ be any enumeration of ISC. For $i=1, \ldots, k$ define

$$
\begin{aligned}
& \operatorname{ISC}_{0}=\emptyset, \\
& \operatorname{ISC}_{i}= \begin{cases}\operatorname{ISC}_{i} & \text { if } \mathcal{H} \text { is not combinable w.r.t. } \operatorname{ISC}_{i} \cup\left\{\chi_{i}\right\} \\
\operatorname{ISC}_{i} \cup\left\{\chi_{i}\right\} & \text { otherwise. }\end{cases}
\end{aligned}
$$

Clearly, $\mathcal{H}$ is combinable w.r.t. $I S C_{0}$ (the given orderings remain unrelated), therefore, by construction, $\mathrm{ISC}_{k}$ is a maximal satisfiable subset of ISC. By (i), each iteration can be computed in time $O\left(n^{2} \log n\right)$; moreover, $k \leq n^{2}$, therefore ISC $k$ can be computed in time $O\left(n^{4} \log n\right)$.

Remark. Point (iii) considers the worst case in which the size of ISC grows as $n^{2}$. However, in real applications, it seems reasonable to assume that the set of constraints is sparse. Clearly, if we assume that the cardinality of ISC is proportional to $n$, then the algorithm for computing a maximal satisfiable subset of ISC runs in time $O\left(n^{3} \log n\right)$.

## 5 Related Work

Gong and Qian [6] studied the complexity of secure interoperation in a framework that is similar to ours in several respects. Their principles of autonomy and security are equivalent to our combinability condition (C1). The major difference between the two approaches lies in the treatment of negative constraints (restricted access relation in [6]). In the extended version of their paper, Gong and Qian note that a negative constraint can be violated by the transitive closure of the permitted accesses (permitted by the individual secure systems, or by the positive constraints, which they call permitted access relation). On the contrary, in our approach, negative constraints are satisfied by the transitive closure as well. Our combinability checking algorithm (which runs in time $O\left(n^{2} \log n\right)$ ), is slightly more efficient than their security evaluation algorithm, whose complexity is $O\left(n^{3}\right)$. By using our methods for comparing sets of edges (cf. steps (c) and (d) in the proof of Theorem 17), the complexity of their algorithm can be reduced to $O\left(n^{2} \log n\right)$, as well. When the interoperation constraints are not satisfiable, Gong and Qian consider appealing forms of constraint relaxation (e.g. which maximize the cardinality of the satisfiable subset) which we do not consider here; they show intractability results and characterize tractable subclasses for these problems.

Jones and Winslett [8] consider role based secure interoperation (as opposed to the clearance level approach) in object-oriented databases. In that framework, roles with identical attributes are identified; on the contrary, in the approaches based on security levels, different levels should be identified only if the interoperation constraints force them to coincide. In [8] no negative constraints are considered.
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[^1]:    ${ }^{3}$ In other words, $\psi_{i}(x)$ is the new security level, corresponding to the given security level $x$ of $S_{i}$.

[^2]:    ${ }^{4}$ The proof of this lemma, as well as proofs of some others, require the use of an operator called $T_{P}$ well known in logic programming [11] that may be associated with a logic program $P$. Due to space restrictions, we briefly state the definition here. $T_{P}$ takes as input, a set $I$ of ground atoms. $T_{P}(I)$ is the set $\left\{A \mid A \leftarrow B_{1}, \ldots, B_{n}\right.$ is a ground instance of a rule in $P$ and $\left.\left\{B_{1}, \ldots, B_{n}\right\} \subseteq I\right\} . T_{P}$ may be iteratively applied as follows. $T_{P}^{0}=\emptyset ; T_{P}^{i+1}=T_{P}\left(T_{P}^{i}\right) . T_{P}^{\omega}=\bigcup_{i \geq 0} T_{P}^{i}$. It is well known [11] that $T_{P}^{\omega}$ is identical to the set of all ground atoms that are logically entailed by $P$.

[^3]:    ${ }^{5}$ Here, with a slight abuse of notation, we identify the strongly connected components of a directed graph with the maximal sets $C$ of vertices such that each member of $C$ can be reached from any other member of $C$ through a directed path.

