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Abstract. Banks, as many other companies, try to develop a long-term 
relationship with their clients. When a client decides to move to another 
bank it usually implies some financial loses. Therefore, banks are very 
interested in identifying some mechanisms behind such decisions and 
determining clients that are about to leave the given bank. One way of 
getting such an insight is to analyse historical data that describe customer 
behaviour in the past. 

In this paper we present a methodology and some results of an analysis of 
a large data set provided by a big mutual fund investment company. Our 
approach, based on the concept of Rough Data Model, [7], resulted in the 
identification of key factors that influence customer retention. Moreover, a 
number of rules that characterise various groups of clients have been 
generated. Our results have been highly appreciated by the company and led 
to specific actions aimed at increasing customer retention. 

1 Introduction 

One of the objectives of a mutual fund investment company is to increase its value. It 
can be achieved, for example, by increasing the cash flow, or, more specifically, by 
increasing the cash inflow (acquisition) and reducing the cash outflow (retention). For 
a healthy growth acquisition and retention efforts have to be brought into balance [1]. 
The cash outflow can be reduced, for example, by preventing clients from quitting 
their relationship with the company. A climbing defection rate is namely a sure 
predictor of a diminishing flow of cash from customers to the company--even if the 
company replaces the lost customers-because older customers tend to produce greater 
cash flow and profits. They are less sensitive to price, they bring along new 
customers, and they do not require any acquisition or start-up costs. In some 
industries, reducing customer defections by as little as five percent points can double 
profits [12]. Customer retention is therefore an important issue. To be able to increase 
customer retention the company has to be able to predict which clients have a higher 
probability of defecting. It is also necessary to know what distinguishes a stopper 
from a non-stopper, especially with respect to characteristics which can be influenced 
by the company. Given this knowledge the company may focus their actions on the 



clients which are the most likely to defect, for example, by providing them extra 
advice and assistance. 

In our research, which was carded out in cooperation with a big mutual fund 
investment company, we tried to discover some factors (or their combinations) which 
discriminate between stoppers and non-stoppers and which are early warnings for 
customer defection. We have focused mainly on behavioural factors, i.e., factors 
which reflect ways of responding to changing situation. As a starting point for our 
investigations we have used a fragment (about 15.000 cases, each case characterized by 
a few hundred values) of a database containing information about more than 500.000 
clients. For our analysis we have used the TRANCE system which supports the 
process of building Rough Data Models (RDM's) and their evaluation, [7]. In total we 
have generated a few million models and selected a couple of them. Moreover, a 
number of significant rules which characterize various groups of clients have been 
found. These rules provided a lot of useful information about the phenomenon of 
retention. 

2 Data description 

The company registers all available data about their clients since many years. In 
addition to data on financial transactions the company stores data about all 
communications with her clients, demographic profiles and some additional 
administrative data. Communications can be divided in several types corresponding to 
different media and the contents. The demographic profile of a client contains, 
amongst others, the date of birth, the gender and the family size. An example of 
administrative data is the date of subscription. Also a lot of data about various 
financial indicators is stored. The most important are the prices and the returns of the 
company's investment funds. The company offers at this moment about 60 different 
investment forms which attract customers with different profiles. Due to this diversity 
of clients and investment forms we had to restrict our research to a 'homogeneous' 
group of clients that invest money in a specific form. In particular, we have focused 
on clients which were 'real investors' (i.e., clients which had only a simple savings 
account or a mortgage were not considered). Further, we restricted our attention to 
clients that stopped their relation between January 1994 and February 1995 (14 
possible 'stop months'). These restrictions led to a data set with about 7.000 cases 
(all stoppers). As we were interested in discriminating stoppers from non-stoppers, the 
data set has been extended by about 8000 'non-stopper' cases. 

In the first phase of the project we had to identify some attributes that we 
considered important. In total we have identified 5 attributes which were 'static' 
(client's age, starting capital, duration of relation, duration of the investment relation 1 
and stop month) and 9 'dynamic' attributes (their values were changing over time): 
monthly profit, risk, investment index, number of funds, number of payments and 
withrawals, etc. Values of these attributes were calculated for every client for every 
month over a period of 2 years preceding the 'stop moment'. For the 'non-stoppers' 
this 'stop moment' was randomly generated as a month between January 1994 and 

1 Clients can begin the relation with the company by opening a savings account and 
start investing later. This difference is reflected in the two duration attributes. 



February 1995. Thus each dynamic attribute has been represented by 24 ordinary 
attributes (one for each month). However, the period spanned for every client was not 
the same (there were 14 different periods corresponding to the different 'stop months'). 
The values for the last month (the potential stop moment) were not allowed to be 
used in our experiments: we were supposed to predict client behaviour (will (s)he stop 
or not?) in month 24 on the basis of the data for preceding 23 months. The resulting 
data table consisted of 14394 cases, each case having 5 + 9*23 = 212 (independent) 
attributes and one binary decision attribute. All attributes were numerical. 

3 Important attributes 

To get some idea about the importance and relationships between various attributes a 
number of standard tests were carried out. First of all, we have generated numerous 
plots which are routinely used in statistical data analysis: frequency histograms, 
means, density estimates, etc., see [3]. Visual inspection of these plots led to the 
discovery of a large group of clients (4809) which behaved differently from the rest. 
Therefore, we decided to split the whole data set into two subsets and analyse them 
independently. We will refer to both groups as to A-clients and B-clients. 

In order to identify most important attributes we have calculated, for every 
attribute, values of three 'importance measures': correlation coefficients, coefficients 
of concordance and information gain. Correlation coefficients measure linear 
dependency between attributes, are widely used and require no further explanations. 
Coefficient of concordance (sometimes called the CoC index or just the c index) 
measures the degree of similarity of an ordering (of all cases) which is induced by 
values of the measured attribute and the ordering induced by the decision attribute. 
This coefficient, introduced in late seventies, has been originally used for measuring 
the quality of so-called ROC-curves (Receiver Operating Characteristic curves). 
Recently, it has been successfully applied in the context of Neural Networks and 
Genetic Programming, [13]. Information gain, [11], measures the amount of 
information provided by a (discrete-valued) attribute and is calculated according to the 
formula: 

V  n'.n 
where p and n denote the number of 'positive' and 'negative' cases in the data set; Pi 
and n i refer to subsets of the whole data set which are determined by v possible values 
of the attribute A, and I(p,n) is given by: 

I ( p , q )  = p log  2 p n log  2 ____n__n 
p + n  p + n  p + n  p + n  

Some of our attributes were not discrete so we had to discretize them (into eight 'equal 
frequency' intervals) before applying the above formulas. It should be noticed that by 
discretizing continues attributes we possibly lost some information. Nevertheless, the 



measure based on information gain seems to be most suitable for our problem: it 
assumes no linear ordering of domains nor linear dependencies between attributes. 

All three measures provided similar results; Figure 1 illustrates the importance of 
all dynamic attributes which was measured according to the information gain. Let us 
note that for A-clients the amount of information which is provided by most of 
dynamic attributes increases when we are getting closer to the last month before the 
stop moment. On the other hand, in the group of B-clients this phenomenon does not 
o c c u r .  
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Figure 1. The amount of information provided by dynamic attributes for A-clients (left) 
and B-clients (right). Each dynamic attribute is represented by a group of 23 single valued 
attributes. Thus the first 23 bars correspond to the first dynamic attribute, bars 24-47 to the 
second one, etc. 

In order to reduce data dimensionality we tried to aggregate some dynamic 
attributes (groups of 23 single attributes) by combining their values. For example, we 
tried to use weighted means, trends, coefficients of polynomials and several other ad- 
hoc invented combinations, [6]. Unfortunately, in all cases the amount of information 
provided by such 'combined' attributes was not significantly higher than the amount 
of information provided by the original attributes in month 23. Therefore, we decided 
to use in our experiments only values of dynamic attributes from this month. In this 
way the number of attributes was reduced to 14 (5 static and 9 dynamic taken one 
month before the stop moment). Finally, 6 attributes which provided least 
information were removed, yielding a final collection of 8 attributes. 

4 R o u g h  Data  M o d e l s  

For further analysis of the data we have used the concept of a Rough Data Model, 
RDM, introduced in [7]. Informally, a Rough Data Model consists of a collection of 
clusters that form a partition of the data set, some statistics calculated for every cluster 
(e.g., cluster size, number of elements of specific type), and a linear ordering on 
clusters. This ordering is supposed to reflect cluster importance and is used for 
calculating various cumulative performance measures. 

To define the concept of R D M  more formally we need some notation and 
terminology used in the theory of rough sets, [9]. Let us consider a decision table 



T = ( U , A ,  d), 

where U is a finite collection of objects (the universe), A={al ..... ak} is a set of 
attributes on U, i.e., every a i is a function from U into a corresponding set of attribute 
values V i, ai:U -->Vi, for i =1 ..... k, and d is a decision function which takes values 
in a finite set of decisions D={dl ..... dn}, d:U-->D. Elements of U are often called 
patterns and associated decision values types, thus if d(u) = dl then u is called a pattern 
of type dl.  Let R denote the indiscernibility relation which is defined by the set of 
attributes A, i.e., for any Ul, u2, ~ U, R(ul, u2) iff ai(ul )=ai(u2), for i= l ..... k. The 
relation R determines a partition of U into a number of (pairwise disjoint) equivalence 
classes C1 ...... Cm, which will further be called clusters. 

Every cluster may contain elements of different types. However, elements that 
belong to the same cluster are, by definition, not distinguishable, so they will be 
classified (by any classifier) as elements of the same type. Therefore, any classifier is 
determined by assigning to every cluster C its type, class(C), which is an element of 
D. Given a partitioning of the universe and a classification function class, a number of 
useful parameters which characterise clusters can be introduced: 

- cluster size, size(Ci), which is just the number of elements of Ci, 

- number of elements of a given type, size(Ci, dj), which is the number of 
elements of type dj that are members of Ci, 

- number of correctly classified elements, corr(Ci), which is the number of 
elements of Ci which are of type class(Ci), 

- cluster accuracy, accuracy(Ci) which is defined as the ratio corr(Ci)/size(Ci). 

These parameters can be used for ranking clusters according to some, user specified, 
criteria. For example, clusters might be ordered according to their size (the bigger the 
better), according to their accuracy or according to the percentage of elements of 
specific type. 

Now we can formally define a rough data model of a decision table T = (U, A, d) as 
a triple: 

M = <C, class, _(>, where 

- C is a set of clusters, 

- class: C-->D is a function that assigns to every cluster its type, 

- < is a linear ordering on C. 

Performance of rough data models can be measured in many different ways, [7]. In 
addition to some problem independent measures like cumulative accuracy, gain curves, 
response curves, etc., one can introduce problem specific measures, for example, the 
percentage of elements of specific type in 'best' (in sense of the < relation) clusters 
which cover 10% of all cases. 



There are two important features of RDMs: 

(1) there are almost no restrictions on the form of performance measure which is 
used for evaluating model quality; this measure is defined by the user and is 
problem dependent, 

(2) computational complexity of generating RDMs is very low (linear in the size 
of the data set); this feature allows for exploring huge number of alternative 
RDMs and focusing on these models that optimise the given performance 
criterion. 

In practice, the process of generating high quality models consists of three major 
steps, [6, 7]: 

(1) formulation of a performance measure that should be optimised 
(e.g., classification rate, percentage of correctly classified cases of the given 
type in specific fragment of the model, total misclassification cost, etc.). 

(2) determination of a search space-a collection of models which should be 
searched to find an optimal one (for example, a collection of models which are 
based on k attributes which are taken from a set of n attributes, or a collection 
of models determined by various discretization procedures, etc.) 

(3) determination of a search procedure (for example, exhaustive search, local 
search, branch & bound, etc.) 

Usually rough data models are used as an efficient tool which helps to get an 
insight into data sets. The user first specifies some objective function, then proposes 
a number of data transformations, formulates some restrictions on model complexity 
(e.g. "the model should be based on at most four attributes") and then models which 
satisfy all these criteria are automatically generated and evaluated. In spite of its 
simplicity, this approach often provides models which have relatively high accuracy. 

5 Retention and Rough Data Models 

In this section we will describe the process of building rough data models for our 
problem. As a starting point we had two decision tables (A-clients and B-clients) with 
8 numerical attributes and one binary (stopper/non-stopper) decision attribute. 

The objective of our project-identification of potential stoppers-almost 
immediately led to the following performance measure which should be maximized: 

model quality = percentage of stoppers that can be found in the top 10% of cases. 

In other words, clusters should be arranged according to the percentage of stoppers 
(the higher the better) and then cumulative percentages of stoppers should be 
calculated. The percentage of stoppers which are encountered in best clusters that 
together cover 10% of all cases is taken as the final quality measure. The choice of 
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' 10%' was partially based on expert knowledge, partially on common sense. Namely, 
it was expected that among all stoppers some were ' typical '  (i.e., easy to predict) 
others were not. Now by estimating the ratio between both types of stoppers and the 
fact that the model should focus on typical stoppers the figure 10% has been found to 
be reasonable. As a matter of fact, when evaluating model performance we were also 
measuring percentage of stoppers in the top 20% and 30% of all cases. 

We have restricted our attention to models that were based on all combinations of 
2, 3 or 4 attributes taken from the set of 8 important attributes mentioned in section 
3. Each attribute has been discretized into 5 intervals, according to the 'equal 
frequency' principle. Unfortunately, a model which is based on 4 variables which are 
discretized into 5 intervals may have 5*5*5*5=625 clusters-too many to expect good 
generalisation. Therefore, we allowed each attribute to be split into 3 intervals only; 
ends of these intervals were taken from 6 points determined by the discretization into 
5 intervals. Thus every attribute could be partitioned into 15 ways, which leads to 
15"15"15"15=50.625 various models which are based on 4 variables. Moreover, there 
are 70 ways of selecting 4 attributes out of 8, so the total number of models based on 
4 variables is about 3.5 million; adding models which are based on 2 or 3 variables 
does not increase this figure too much. Due to computational simplicity of RDMs we 
could systematically generate all these models, evaluate them and select the best one. 
It turned out that the performance of best models which were based on 4 attributes was 
almost the same as of models based on 3 attributes. Moreover, in both groups of 
models there were several models which were very close to the optimal ones. All 
these models have been carefully analysed on basis of their performance curves and the 
structure of  clusters. Figure 2 contains plots of response curves which are based on 
best models. 

Clusters, together with their definitions (formulated in terms of values of  
attributes which determine them) can be used for formulating some rules about the 
data. For example, the best cluster from the model of B-clients captured clients who 
were investors for a long time, invested money in funds with very small risk, and got 
small profits-all of them have stopped their relation with the company. Clearly, a 
detailed analysis of all clusters provided a good insight into customer behaviour. 
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Figure 2. Cumulative performance of best models for A-clients (left) and B-clients 
(right). Note different scales on both plots. 



11 

Additionally, the models have been tested on an independent validation set in order 
to evaluate their generalisation capabilities. Not surprisingly (models based on 3 
attributes had only 27 clusters), they generalised very well (performance dropped less 
than 1%). 

6 R u l e  ex tract ion  

As mentioned above, clusters which are determined by best models can be directly 
translated into decision rules. However, such rules do not cover large fragments of the 
model. In order to identify some general rules we have run a systematic search 
algorithm which generated rules in the form 

if (a < Xl <A) & (b < X2 <B) & (c < X3 < C) then decision 

(where X1, X 2 and X 3 are attribute names and a, A ..... c, C are some numbers), and 
tested them in terms of the number of covered cases and accuracy. The search process 
was restricted to rules such that: 

attributes Xl, X2, and X 3 were arbitrary combinations of attributes taken from 
the set of 8 most important attributes 

splitting points a, A ..... c, C were determined by an 'equal frequency' 
discretization of the corresponding attributes into 7 intervals: they could be 
chosen from the set of ends of these intervals 

�9 rules were allowed to involve only 2, 3, 4 or 5 'splitting points'. 

For example, rules which involve 2 splitting points have the form: 

if (a < X1 < A) then decision 
or  

if (a < Xl)  & (b < X2 ) then decision 
etc. 

Out of several million rules generated in this way (only for the group of B-clients) 
we have focused on rules which were 'interesting' in the following sense: they had to 
cover at least 10% of all cases and had accuracy at least 80% (i.e., at least 80% of all 
cases which were covered by the rule had to be 'stopper'-cases). The resulting 
collections of rules were relatively small ( 1, 24, 98 and 132 rules which involved 2, 
3, 4 and 5 splitting points, resp.). A similar collection of rules has been found for A- 
clients. All rules have been carefully analysed by experts and their analysis led to the 
discovery of some interesting patterns in customer behaviour. 

7. C o n c l u s i o n s  and  s u g g e s t i o n s  for fur ther  research  

In this paper we traced a data mining process aimed at understanding the phenomenon 
of customer retention. Various phases of this process have been described: conceptual 
analysis of the problem, initial analysis of available data, identification of most 
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important attributes, construction of models and extracting rules from the data. In 
spite of simplicity of the presented approach (systematic search through large 
collections of rough data models and rules) we obtained results which helped to 
identify various factors which influence customer behaviour. In a comparative study, 
[2], the same problem has been approached by other techniques: Genetic 
Programming, [8], Logistic Regression, [5], and CHAID (CHI-square Automatic 
Interaction Detection), [4]. However, none of these techniques provided as much 
insight into the problem as ours. 

Our approach has also some drawbacks and future research will focus on them. 
First of all, the presented approach can be used for building models which are based on 
relatively few attributes (say, 2-5). Models which are built on more attributes involve 
many small clusters and generalise badly. Second, the search procedures which were 
used in our experiments were very primitive (exhaustive search) so it is clear that by 
using some heuristics we could increase the size of explored search space considerably. 
This should result in better performance of generated models. Finally, the issue of rule 
extraction has been not treated (in this research) very deeply. For example, while 
generating rules no mechanisms for enforcing rule independence (different rules should 
cover different areas of the model) have been used. 

The results of the reported research also led to some suggestions concerning the 
data. For example, the definitions of risk and profit should be adapted to reflect more 
the client (subjective) point of view of these factors. Also some additional factors with 
respect to the communication between the company and her clients should be taken 
into account. Moreover, recent research in the field of marketing stresses the 
importance of attitudinal factors in customer loyalty, [10, 12]. We believe that 
incorporating all these suggestions in a follow-up project will result in an even better 
understanding of customer retention. 
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