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Abst rac t .  In this paper a motion detection system based on fuzzy rea- 
soning is presented. Each pixel of a frame of the sequence is attempted to 
be classified as belonging to one of four classes (moving, still, uncovered 
background, covered background). The classes are treated as fuzzy sets, 
and as such, they are characterized by membership functions. After an 
initialization step, the degree of membership of each pixel to each class is 
refined by the application of a reasoning module driven by a set of fuzzy 
rules. Such fuzzy rules are designed so that the spatio-temporal correla- 
tion of image sequences is exploited by integrating information extracted 
from a small spatio-temporal neighborhood. The proposed system results 
to be flexible, thanks to the use of the reasoning approach (rules can be 
easily changed), and robust, thanks to the use of fuzzy logic. 

1 I n t r o d u c t i o n  

Motion detection techniques play an important role in the field of image se- 
quence processing. Sensing the objects of the scene that are moving is useful, 
for example, to reduce the area of the images to be compressed in video coding 
systems, to produce alarms when an intrusion is occurring in restricted areas, or 
to count vehicles for traffic control applications. 

Motion detection techniques are aimed to detect if (and possibly where) 
something is moving in the imaged scene. 

When the goat is simply the surveillance of restricted areas it is not usually 
needed to detect where moving objects are localized but only whether they are 
present or not, this allows to deal with image noise by integrating the information 
obtained over the whole image [2,5]. 

For more complex tasks, as for example traffic monitoring, it is, on the con- 
trary, required to segment the image in moving objects and static areas. For 
this goal two classes of algorithms can be identified. The algorithms of the first 
class analyze the differences between the current image and a reference static 
background. In order to deal with global illumination changes, the static back- 
ground has to be adaptively updated [6] or edge images (less affected by the 
variation of the ambient lighting) have to be used [7]; nevertheless, the sensi- 
tivity of the algorithms of this class to sudden illumination changes remains a 
major drawback. 
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The algorithms of the second class, on the other side, analyze the differ- 
ences between couples of successive frames of the sequence. For changing pixels 
detection, likelihood ratio tests are usually used [8]. Furthermore to enhance ro- 
bustness it is important to exploit the a priori knowledge about motion spatio- 
temporal coherence, in that spatial and temporal neighboring pixels usually move 
in a similar way. Spatio-temporal integration of motion information can be, for 
example, achieved by modeling the image sequence as a 3D gaussian markov 
random field and by estimating the segmentation with a maximum a posteriori 
criterion [9]. This method is quite robust, but it is difficult to be driven by a 
priori heuristic knowledge about the image sequence. Furthermore, it does not 
allow to distinguish covered and uncovered areas from moving objects. Another 
approach for integrating spatio-temporal information is based on a set of heuris- 
tic rules that allow to assign each image pixel to a class identifying the behavior 
of the corresponding point in the 3D real world [10]. 

In the system described in this paper integration is achieved by imposing 
some heuristic rules to hold in a spatio-temporal neighborhood of each pixel. The 
adopted rules allow to label each pixel as belonging to a moving object (class 
M), to an area of covered (class C) or uncovered (class U) background, or to the 
still background (class S). The use of 4 classes instead of 2 only (still/moving) 
permits to better shape the mask of moving objects given that only class M 
and C pixels are assigned to it. We also propose to cast the heuristic rules in 
the framework of fuzzy reasoning. Fuzzy reasoning is, in fact, very suitable for 
modeling human knowledge about real world and also for producing very robust 
algorithms [4]. 

2 F u z z y  r e a s o n i n g  

Fuzzy or approximate reasoning is the core of any fuzzy system, since it is in 
charge of deriving actions or taking decisions by starting from imprecise or vague 
data. According to the original approach proposed by Zadeh [11], and further 
developed in [12] and [13]. the fuzzy reasoning module is primarily characterized 
by a set of fuzzy rules, by means of which raw data are processed and decisions 
are taken. In the case of a multi-input-single-output (MISO) system, fuzzy rules 
have the form 

R l : i f x l  i sAll  and ... x~ isAl~  t h e n y i s B 1  

R,~: if xl is A,~I and ... x~ is Amn then y is Bm 

where x~ are the input linguistic variables, y is the output linguistic variable and 
A~, By are fuzzy sets. The problem of finding the value of the output variable 
y (i.e. the fuzzy set associated to it) by starting from the values assumed by 
the variables x~ is called the fuzzy inference or fuzzy reasoning process. Such a 
process involves three main steps: 

1. determination of the matching between the variables x~ and the sets Ajj ; 
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2. computation of the output of each single rule Rj; 
3. aggregation of the outputs of the single rules. 

A comprehensive survey of the possible approaches that can be followed to per- 
form each of the above steps is outside the scope of this note, in the following 
only the strategy used throughout the motion detection system will be described. 
Interested readers may find more details in [12,13,4]. 

Let )~j be the degree of activation of the j- th rule. To evaluate )b's, let us 
consider first the quantities 

Pji = m~{min{p=i (u), Aj(u)}}, (1) 

where #=,(u) is the membership function of the fuzzy set assumed by the lin- 
guistic variable xi, and pj represents the degree of matching between the actual 
value of the vaxiable xi and the fuzzy set A 3. Once pj have been calculated the 
activation degrees )~j a r e  computed as 

= m}nn{pj, }. (2) 

Steps 2 and 3 of the fuzzy inference process, i.e. computation of the output 
of each rule and combination of such outputs, is accomplished by means of the 
formula 

#y(u) = max {min{Aj, #B~ (U)}}. 
j = l , m  

(3) 

It should be noted that being y a linguistic variable, the output of the first 
three steps of the inference process is a fuzzy set, whose memberships function 
is defined by means of equations 1 through 3. The defuzzification of y can be 
carried out in many ways [13]. In this work the following simple rule is applied 
to produce a crisp version Y of the linguistic variable y 

Y = m a x  {#y(u)}. (4) 
uCU 

A generalization of the scheme of fuzzy system given above comprises the 
possibility of including an else statement [11,13]. 

3 O v e r v i e w  o f  t h e  S y s t e m  

As outlined in Sections 1 and 2, the system aims at classifying pixels as being in 
one of 4 possible states: moving (M), still (S), covering (C) and uncovering (U). 
In particular, for each frame, pixels axe assigned a degree of membership to one 
of the above 4 classes. 

As a first step pixels classification is initialized by relying on frame differ- 
ences. Then a former set of fuzzy rules is applied in order to refine the rough 
classification produced by the initializer. The status of a pixel in position (i, j )  
is determined by reasoning upon the states of the pixels lying in a 3 × 3 window 
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centered in (i, j )  and the states of the pixels in position (i, j )  in the previous and 
the subsequent frame. 

In order to understand how the fuzzy reasoning module operates, some defi- 
nitions must be given first. Six linguistic variables are taken into account by the 
system: 2 of them, X_l and x+l,  refer to the status of pixels ( i , j )  in the previous 
and subsequent frame respectively, whereas the other 4 are related to the global 
status of the pixels inside the 3 x 3 working window in the current frame. Let 
us call the variables belonging to this second group xm, x~, Xc and x~. 

Fuzzy sets assigned to x-1 and x+l are defined in a space U J consisting of 
4 elements: let us call these elements m (moving), s (still), c (covering) and 
u (uncovering). Such fuzzy sets are built by specifying for each element in U' 
the possibility that the previous/subsequent pixel is a moving, still, covering or 
uncovering pixel (in Table 1 the fuzzy sets used to define the rules the reasoning 
module consists of are depicted). 

IElements of U ~ 
Fuzzy set rn, s c u 
moving [ 1 0 0A 0.1 
covering [0.2 0 1 0.1 
uncovering 0 0.2 0.1 1 
still 0 1 0.1 0.1 

Table 1. Values of the membership functions of the four fuzzy sets. 

With regard to x,~, xs, xc and x~,, they account for the global status of the 
pixels in the current frame. To build the space UM fuzzy sets referring to xm 
belong to, the degrees of membership to the class M of pixels inside the working 
window are summed. Let us call such a sum M-sum; the possible values that 
the M-sum can assume form the UM space. A fuzzy set defined in UM gives the 
possibility, for each value in UM, that the M - sum takes that value. Let us 
consider for example the statement most of the pixels in the working window are 
moving (belong to class M); such a statement can be cast in the framework of 
approximate reasoning by introducing a fuzzy set whose shape is illustrated in 
Figure 1, the fuzzy set meaning that for a window in which most of the pixels are 
known to belong to the M-class the possibility that the M-sum is, for example, 
2.5 equals 0.4. Of course, similar considerations hold for the linguistic variables 
xs, xe and x~,. 

By means of fuzzy inference, the inputs to the reasoning modules are pro- 
cessed and pixel classification significantly improved. Following the first reason- 
ing module a second step is carried out to further refine pixel classification. For 
this second step a different set of rules is applied since different configurations 
are likely to occur with regard to the output of the initializer. 

The fuzzy reasoning module produces four memberships with the possibility 
that  the pixels belong to the M, S, C and U classes. At this point, defuzzification 
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Fig. 1. The function describing the most of the pixels fuzzy set. 

is performed to definitely classify pixels: more specifically, each pixel is assigned 
to the class it exhibits the maximum membership to. 

4 I n i t i a l i z a t i o n  a n d  se t  o f  ru les  

With regard to the initialization of memberships, a procedure derived from [9] is 
adopted. A likelihood-ratio-like parameter L is evaluated inside a 5 × 5 window 
W centered at the current pixel position: 

1 
L=n--~ E 5(i'j)2+ 

(~,j)~w 

E(i,j)eW Ax2(i,J) 

(5) 

where 5(i , j )  is the frame difference computed for pixels in position (i,j) and 
Ax(i, j) and Ay(i, j) are the horizontal and vertical distances of pixel in position 
( i , j )  from the center of the window. The value of this parameter it is used as 
input to the 4 memberships initialization functions (see Figure 2). 
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Fig. 2. Initialization functions used for the Moving, Covering and Uncovering fuzzy 
sets (Left) and for the Still fuzzy set (right). 
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In this section the complete list of fuzzy rules the system consists of is given. 
Let us begin with the first reasoning step, the following rules are applied to the 
output  of the initializer: 

R1 : if Xp was moving and 
xs is still and 
at least some pixels in the current frame are uncovering, 

then the current pixel is certainly uncovering; 
R2: if xp was moving or covering and 

xs is moving or uncovering and 
at least some pixels in the current frame are moving, 

then the current pixel is certainly moving; 
R3: if Xp was still and 

x~ is moving and 
at least some pixels in the current frame are covering, 

then the current pixel is certainly covering; 
R4: if xp was still or uncovering and 

x~ is covering or still and 
at least some pixels in the current frame are still, 

then the current pixel is certainly still; 
else 
GI:  

G2: 

else 
H1 : 

H2: 

if most of the pixels in the current frame are still 
then the current pixel is certainly still; 
if most of the pixels in the current frame are moving 
then the current pixel is certainly moving; 

if most of the pixels in the current frame are covering 
then the current pixel is certainly covering; 
if most of the pixels in the current frame are uncovering 
then the current pixel is certainly uncovering; 

The above rules have been designed by taking into account the situations tha t  
are most likely to occur in the analysis of image sequences; when an unusual 
pixel configuration is encountered which is not encompassed by these rules, the 
fuzzy engine produces a vague output to be refined during subsequent steps. The 
second set of rules is very similar to the first one, the only difference being tha t  
rules HI  and/-/2 are at the same level as rules G1 and G2. The rationale for such 
a minor modification is that,  due to the particular initialization adopted,  the 
first module is likely to reason upon images in which the degree of membership  
to the M-class is equal to those of the C and U-classes. 

5 R e s u l t s  a n d  C o n c l u s i o n s  

The proposed system has been tested on synthetic and real world images. The  
results obtained by processing a sequence representing vehicles on a highway 
lane are here described. 
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In Figure 3 a frame of the processed sequence is shown: in the field of view 
both the lanes are included. In Figure 4 the values computed by the algorithm 
for the four membership functions at each pixel location are visualized (the 
images labeled M, S, C and U display, respectively, the Moving, the Still, the 
Covering and the Uncovering membership functions). In Figure 5 the results of 

Fig. 3. A frame of the sequence representing vehicles on a highway. 

the defuzziflcation process are shown. In each map the pixels belonging to the 
respective class are highlighted. From the analysis of the maps it is evident that 
the algorithm allows the estimation of the direction of motion, even if it does 
not estimate speed. For vehicles approaching the camera, covered areas are, in 
fact, behind and uncovered are on the back. The converse it is t rue for vehicles 
moving in the opposite direction. Furthermore the classification into four classes 
instead of only two (i.e. moving/still) helps in managing ambiguous situation 
and increases, then, the robustness of the algorithm. 

The presented fuzzy reasoning approach to motion detection allows to com- 
bine the flexibility of the systems based on reasoning algorithms and the robust- 
ness which is characteristic of fuzzy methodologies. 
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