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Abstract .  We present a system for image retrieval based on the query- 
by-sketch technique. In our system the user formulates a query by draw- 
ing a sketch of the shape of the object (the "model") he is looking for 
and requests all images, stored in a database, containing such similar 
object. The system evaluates the similarity between the shapes in the 
database and the rough sketch by applying, sequentially, three similar- 
ity criteria based on the shape description. The system tries to emulate 
some typical human features like the power of visual communication, the 
fast cognitive feedback loop and the relatively small memory load for a 
natural and inexpensive human-computer interaction. 
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1 I n t r o d u c t i o n  

Most image retrieval work has focused on particular techniques exploiting image 
contents [1] for matching whole images or shapes extracted from such images. 
The four main matching features are: shape, color, texture, and spatial and/or  
temporal relations. In shape matching, most of the 2D contour matching tech- 
niques developed for computer vision apply, although several researchers have 
particularly targeted their work towards image retrieval [2],[3]. Grosky [4] devel- 
oped an algorithm for matching strings of chain codes describing the contours of 
picture objects. Grosky and Mehrotra [5],[6] used index trees to access a database 
of 2D contour models of industrial parts. Califano and Mohan [7] developed a 
related indexing method that  uses multi-dimensional global invariants of tuples 
of local interest features as indexes that  vote for object models in the database. 
This techniques also has some relationship to geometric hashing [8]. Del Bimbo 
[9] retrieves images containing specific 2D shapes by using an elastic matching 
technique. The user sketches the shape and the system returns these images that  
contain similar shapes in ranked order. 

Shape matching is also part of QBIC (Query by Image Content) [10] and is 
based on classical shape measures such as area, circularity, eccentricity, major 
axis orientation, and algebraic moment invariants. 

In this paper, we present an interactive model-based matching system for 
image retrieval. The user draws a sketch of a shape (representing a "model"), 
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and then the system, by applying three different successive similarity criteria, 
each criterion on a set of object shapes, reduces the search space as a result 
of the application of the previous one, finding the "candidate" shapes which 
axe nearest to the drawn model. Such candidates are visualised for the user as 
query results. The three employed similarity criteria, are based on the M.E.R. 
(Minimum Enclosing Rectangle), the Signature and the Distance Curve of the 
considered model shape. The use of three different similaxity features in sequence 
does not allow the formulation of a query enriched by boolean operators,  but  
enables the system to reduce, at each step, the set of shapes provided as a result. 
The main consequence of such a reduction is the increase of precision at the 
expense of recall [11]. Moreover, the system becomes very easy to use from the 
user's point of view; in fact, not only the system functionalities are immediate 
and easy to leaxn simply by navigating through the system, but also the user can 
feel in control of his dialogue along the interaction. This is due to the presence of 
different recovery functionalities, the progressive querying technique [12] and of 
two browsers, one over a portion of the database, and the other along the query 
history, allowing the query-by-browsing technique. 

This paper is organised as follows. In Section 2 we present an overview of 
our system architecture, while in Section 3 the adopted shape description is 
provided. A retrieval example is dicussed in Section 4, which also includes the 
matching algorithm and the interactivity aspects of the system. Finally, Section 
5 highlights the main results. 

2 S y s t e m  A r c h i t e c t u r e  O v e r v i e w  

The system architecture, shown in Fig. 1, includes four main components: the 
interface, the matching engine, and two databases, one for real images and the 
other for the objects' shapes extracted from the stored images. The query may be 
fornmlated by simply drawing a sketch of the ohject 's shape the user is intrested 
in retrieving. 

As shown in Fig. 1, the interface contains three modules, VisEd, SQD and 
the query Results windows. 

VisEd [13] is a visual editor that  allows users to draw a sketc.h of the desired 
object 's shape by using a mouse (the use of a graphical pad is also developed). 

The SQD (Skecth Query by Dialog) is a module which imports the sketch 
from the VisEd module using a shared memory communication technique and 
the query, formulated as the drawn shape, is processed. SQD allows the user 
to browse the shapes stored in the database. Moreover, the system stores the 
history of the performed query, so that  the user can also browse the past query 
by following the principle of the progressive querying. The last interface module, 
is given by the query Results windows. After a query has been performed, the 
set of the retrieved shapes is visualised and, by clicking on one of them, the user 
can load the selected shape into the VisEd module if any editing is needed, or 
into the SQD module to submit a new query. 
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Fig. 1. Relationship of system components 

The second architectural component is the matching one, which links together 
two different phases: indexing and retrieval. In the first phase, after a shape is 
drawn and the query is submitted, the shape features are computed. In the 
second phase, a comparison with the features of shapes stored in the database 
is performed. Such comparison is done following a given similatity criterion, and 
all the shapes which are similar to the drawn one, are visualised in the query 
window results. 

The third and fourth components are two databases, one of real images, and 
the other of object shapes. Such shapes have been extracted from the objects 
present in the images stored in the database. 

3 S h a p e  D e s c r i p t i o n  

Different shape boundary features have been extraxcted and used to form a fea- 
ture index for the database of object shapes. Such features are: 1) the Minimum 
Enclosing Rectangle (M.E.R.) ,  2) the Signature, and 3) the Distance Curve. 

The Minimum Enclosing Rectangle of an object is defined as the smallest 
rectangle containing the given object. The M.E.R. is a feature which seems 
interesting as the first one for matching, since it gives an idea of the object 
elongation, thus we use the width/height ratio of it for a first classification of 
objects in the database. 

In order to extract  this feature we have to compute a main axis across the 
body-centre of the object minimizing the sum of the distances between the con- 
tour points and the axis itself. We next compute an ortogonal axis perpendicular 
to the previous one across the body-centre. At this point the object is rotated 
until the main axis is parallel to the y-axis of the coordinate system. In this way, 
we obtain a new coordinate system for the points of the object and is now easy 
to compute the width and height of the M.E.R., as the difference between the 
maximum and the minimum ordinates and maximum and minimum abscissae. 
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The second feature is the Signature, which is a polar representation of an 
Object contour [14]. We sample, at fixed angles, the distance between points of 
the contour and the body-centre. This kind of angular sample is a fixed length 
representation, thus allowing to manipulate and efficiently match contours with 
small amounts of memory. In our work, the signatures are a sorted sequence of 
values which are lengths of N vector rays, computed for the same angles, pro- 
jected from the body-centre of each object to its contour points. The assumption 
that  the contours we examine are closed implies the periodicity of the signature. 
The properties of a contour Signature are its rotation, scaling and translation 
in~rimace. Moreover, the Signature is also a fixed length representation which 
is an important  property to perform matching between images. 

The third and last employed feature used to retrieve object shapes from 
our image database is the Distance Curve [15]. We compute it by finding the 
distances between the contour of the object and its convex hull [16]. For every 
shape, stored in the shape database, the features discussed above are computed, 
and inserted into a strucutred index mechanism with a pointer to the stored 
shape. 

We use these features in sequence. By applying the M.E.R, we reduce the 
range of shapes to be next analysed, including only t.hose shapes with the 
width/height ratio similar to the one of the drawn sketch. At this point, a com- 
parison between the signature of the sketch and those of the shapes obtained 
by applying the M.E.R. is performed. Finally, if the user decides that  the query 
should be further restricted, the third feature can be employed. 

The application of these features in sequence has an interesting consequence, 
since such an application reduces, at each time, the research space. Moreover, the 
Distance Curve is the most restictive feature, among those used, and particularly 
useful when the objects have concavities. 

4 A Retrieval  Example  

We will now describe our application to retrieve an image from the database. 
In this example we consider two different databases: 1) containing over 100 gray 
level images with objects, and 2) containing over 200 hand-drawn shapes and 
hand extracted shapes. 

Initially, the user can see two windows on the screen: VisEd (Visual Editor) 
and SQD (Sketch Query by Dialog). 

In the VisEd window the user can draw a rough sketch of the object to 
retrieve the most similar in the database. In the example of Fig.2, the user 
wants to retrieve a knife; he draws a sketch of a knife in the VisEd window using 
a mouse, and, by clicking onto the Query button, the shape of the object is sent 
to the SQD engine. 

After this step, the (resampled) shape of the object is visualized in the Query 
Space window of the SQD (left-hand side frame), where the user can perform 
the real query, while in the Data  Base Space (right-hand side frame), the user 
can browse all the object contained in the database. The query may be wide or 
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restricted; in the first case, only two similarity criteria are applied, the M.E.R. 
and the Signature respectively, while in the second case, also the Distance Curve 
is applied. After selected the kind of query which has to be processed (if wide 
or restricted), the matching phase starts. The results of the application of the 
matching procedure are visualised in a results window, in the left-hand side of 
Fig. 2. 

After the results are visualised, the user may decide whether to modify the 
model sketch or not. If he wants to proceed along this way, due to the interac- 
tiveness of our application, he can modify his shape by clicking onto the Edit 
but ton of the VisEd window and redraw or edit his object. After the user has 
edited his sketch, he can then choose to iterate the query. 

If the user dicks in the Results Window on the knife he was looking for, such 
knife is automatically displayed in both the VisEd window and in the Database 
Space of the SQD. Moreover by using the browser on the left-hand frame of 
SQD, the user can see all the past formulated queries and, eventually, re-use or 
refine them. 

Finally, in order to visualize the image containing such found shape (a knife 
in our case), a ShowPhoto but ton in the SQD module may be clicked. Fig. 3 
shows such an image, 

5 C o n c l u s i o n s  

In this paper, some image retrieval issues have been discussed and a system 
based on the query-by-sketch technique has been proposed. In our system the 
user formulates a query by drawing a sketch of the shape of the object (the 
model) he is looking for and requests all images, stored in a database, containing 
such similar object. 

Sketches corresponding to all images matching the query are retrieved and 
displayed. The comparison between the shapes in the database and the drawn 
sketch is done by applying, sequentially, three similarity criteria based on the 
M.E.R, the Signature and the Distance Curve. 

The similarity criteria, being sequentially applied, reduce each time the search 
space and increase precision versus recall. 

We have shown the main system's functionalities and characteristics by means 
of a retrieval example. Tile system allows the user to reach a high interaction 
level and, since the working environment is so natural, he does not distinguishes 
VisEd and SQD as two different environments (one for editing and the other for 
queryin), but he simply moves between them in a very easy and natural way, as 
we expected in the design phase. 

The user can apply the progressive querying technique, for which he can mod- 
ify or refine a formulated query, but he can also deploy the query-by-browsing 
technique, with which he can browse the data  stored in the database and, if 
needed, use them to formulate a new query. Moreover, there is also a history 
mechanism which allows the user to browse along the past formulated query. 
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The system tries to emulate some typical human features like the power of 
visual communication, the fast cognitive feedback loop and the relatively small 
memory load for a natural  and inexpensive human-computer  interaction. Our 
system may be considered as a first step in the direction of easy-to-use and 
easy-to-learn interactive image database systems provided with comfortable and 
effective visual environments 
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