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A b s t r a c t .  To realize fully automated face recognition, there must be thorough pro- 
cessing from detection of the face in a scene to recognition. There have been many 
reports on face recognition, however, studies on detection available for recognition 
are very few. One of the difficulties comes from many variations of input condition 
such as illumination and background. As for access control systems such as security 
or login, input conditions can be rather fixed. Under this condition, fully automated 
person identification by the facial image is tried and achieved. The face in a scene 
is first sought by coarse-to-fine processing based on a trapezoid pyramid architecture 
of a gray-level image, and the result is applied to the recognition. The simple algo- 
rithm is implemented by software in a personal computer, and this realizes a series 
of processing within one second. 

1 I n t r o d u c t i o n  

The facial image is one of the most important  pieces for personal identification. 
There have been made a large number of studies on face recognition, aiming at 
the application to a soft security system to replace the fingerprint or the retinal 
pat tern.  To realize fully automated face recognition, there must  be thorough pro- 
cessing from the detection of the face in a scene to recognition. For the detection, 
it is necessary to find a face from the scene and locate its precise address. Most 
of the past studies, however, are concerned only with the recognition processing, 
and there are only a few that  deal with the thorough processing from detection 
to recognition[l]. 

Most studies of face recognition were based on edge detection[2]. In those 
methods, however, the extraction of the edge itself is often made difficult by 
weak illumination, defocusing and noise. Especially, in the case of the face, there 
is little difference in gray-level near the nose or mouth,  and this makes very 
difficult to extract precise edges. As a result, a severe condition is imposed on 
the focusing illumination and background. 

The shape corresponds to higher frequency component  of the image. Then 
the author a t t empted  to recognize a face by using the gray-level mosaic pat tern  
which is the lower frequency component  of the image[3]. In the study, a mosaic 
representation of the central part  of a face was used to recognize the face. It  was 
shown that  more than 100 persons can be identified. R.Brunetli et al. also com- 
pared two methods by geometrical features and gray-level template  to recognize 
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the face, and showed the method based on the gray-level made good results in 
spite of simple algorithm[4]. 

On the search of a face in a scene, some studies have been also reported[5]. 
But t  et al. a t tempted to detect a face by the coarse-to-fine technique[6],[7]. In 
their studies, the major purpose is the detection of the object, and there left 
a further study concerning to get precise location sufficient for the recognition 
of the face. Then the author presented a method to detect and locate a face 
by the continuous multi-resolution images and recognize the face by the above 
mosaics[8]. The algorithm could find a face with any size at any position in the 
scene from the nonuniform background. 

One of the targets of person identification by the face is a access control 
system such as security or login. In this case, input conditions such as illumi- 
nation, back ground and distance between a camera and a face can be fixed. 
Therefore, higher recognition rate and shorter executing time can be expected, 
and restrictions on the face direction can be also relaxed. 

This paper describes studies on a person identification system for such an 
access control, and on investigation of the face direction including a non-front 
view. 

2 S e a r c h  a n d  L o c a t i o n  o f  a F a c e  i n  a S c e n e  B a s e d  o n  

a T r a p e z o i d - P y r a m i d  A r c h i t e c t u r e  

2.1 O u t l i n e  o f  t h e  p r o c e d u r e  

For the person identification by the facial image, it is most important  to detect 
and precisely locate a face in a scene. Then, multi-pyramid architecture with 
continuous resolution was introduced to find a face with any size in a scene[8]. 
This process is composed of three steps; the coarse search to detect a head 
portion, the fine search to detect the center part  of the face within the head 
portion, and the decision of the location and size of the face. In the first step, 
the location and size of the head portion can be roughly obtained by template 
matching of coarse mosaic. The second step obtains rather exact location of the 
center part of the face also by template matching of smaller mosaic, and the 
third step obtains precise location and size which is available to apply for face 
recognition. 

In the head search, it was required to locate the head from the background 
efficiently and without being affected by the noise. For this purpose, the dic- 
tionary of template matching for head search should be a mosaic of as large a 
block size as possible, as long as the features of the face are retained. For this 
purpose a much lower resolution of 4 (horizontal) x 5 (vertical) blocks was used 
as the mosaic pattern. It must also be an average pat tern so that  it can cope 
with any type of face. Then six typical patterns were selected by K-means clus- 
tering method from 50 faces. Using these templates an input image is scanned, 
however, the size of the head part  is unknown. Consequently, the block sizes of 
the input image, that is the resolution of the image, must be varied continuously. 
This process needs tremendous dynamic steps. 
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By the way, for the access control system such as security or login, the face can 
be set almost in the center of a frame by guidance to the user. Especially, if the 
distance between a camera and a face can be set nearly constant,  this can cut 
the coarse search itself, and cause to much shorten the executing time. In this 
case, the search process is composed of only two steps, the fine search and the 
decision of location and size of the face, as shown in Fig.1. This process can be 
said the face search and location based on a trapezoid-pyramid architecture of 
gray-level image. 

2.2 Face Search for the Central Part of a Face 

When the coarse search is executed, the rough location of a head portion is 
delivered to the fine search. This case, however, starts from the fine search, then 
the da ta  to be delivered must be given from the input condition, that  is, a face 
is almost set near the center of the frame. Let the center of the face to be the 
middle point between both  eyes O as shown in Fig.2, its z coordinate becomes 
almost the middle point of the frame width, and the V coordinate also becomes 
the middle point of the frame height. Now, this point, which is just the center 
of the frame, is fed to the fine search. For this face search, mosaic template  with 
a finer block size must  be used to scan within the head portion. 

The mosaic pat tern  used as the template  (dictionary) for the face search must  
be of a size that  is not affected by the hair pattern,  and must be an average pat-  
tern so that  it can fit to any face. From such a viewpoint, the region of the face 
is defined as the central part  of the face as shown in Fig.2. The adequate block 
size Wb must be determined to represent the features of the eyes and the nose. 
Smaller block size is suitable to suppress the deviation of the location, however, 
larger one is bet ter  to avoid the computat ional  complexity. From such a view- 
point, the following four kinds of mosaics are compared,(a)  Facial part:12 x 12 
blocks, (b) Eyes: 12 x 1 blocks, (c) Eyes and their vertical neighbors: 16 × 3 
blocks, and (d) Eyes and their lower part:  8 x 3 blocks. 
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As a result, 8 x 3 pattern was selected 
among four kinds of mosaic patterns 
as shown in Fig.3. This pattern type 
contains both eyes and their surround- 
ings. Furthermore, data of this region 
are extracted from many persons and 
classified into four kinds of mosaic pat- 
tern. Averaged value of each group is 
used as the templates Gm for the face 
search as partly shown in Fig.3. 

Let an input image be U, and the 
area to detect the head portion be 
Ua.First the density distribution of the 

(a)8 x3 area 

mean face 

with glasses 

(b) template examples 

Fig.3. Area and templates for the 
face search. 

input image is converted by contrast stretching to correct of the density imbal- 
ance,if necessary. Ua is represented by the mosaic of block size Wb, and is scanned 
by the above template Gm to search for the 8 × 3 area. Namely, let an arbitraxy 
8 × 3 mosaic data, among the entire mosaics obtained by dividing Ua by Wb, be 
Cj. The location of Cj that minimizes the distance between Cj and the template 
G,~, is defined as the result of search. To absorb the differences of the average 
gray-level, Gm and Cj are represented by vectors, and its similarity, that is the 
case when the cosine of the two becomes the maximum, is used to determine the 
result. 

2.3 Precise  Locat ion and D e t e r m i n a t i o n  of  Size 

The location of the face can be determined by the face search with rather high 
precision. Still, there can be produced an error corresponding to the size of one 
block. Consequently, the central part of the face obtained by the face search 
is projected to the original image level, as is shown in Fig.l, and the highly 
precise location is determined to be used in the recognition. As an approximate 
locations of the eyes, nose and mouth are known, a small window is set for each 
component, as is shown by the dashed line in Fig.4. By examining the gray- 
level histogram within the window, the precise location of each component is 
determined. 

As to the y coordinate of the eyes, the darkest point is near the center of 
the eyeball. The gray-level histogram obtained by the image projection to the 
y axis is examined, and the y coordinates of the eyes (Ye) is determined from 
the position of the minimum (the minimum corresponds to black). For each of 
the eyes, the histogram by the projection to the x axis is examined, and the 
z coordinate with the minimum value is defined as the center of the eye. The 
center of the face (Xe) in the horizontal direction is determined as the average 
of the two. 

The next step is to determine the size W! , which is the central part of 
the face and is to be used to recognition as shown in Fig.2. For this purpose, 
the gray-level histogram of the part of the nose or mouth is examined, and the 
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y coordinate is determined. Using the distance Dh between the eyes and the nose, 
or the eyes and the mouth,W/ is cal- 
culated as being nearly proportional to 
Dh.The proportional constant is deter- 
mined as the average of the ratio be- 
tween W! and Dh, for several face im- 
ages. If WI/Dh differs from the aver- 
age for some person, the value will re- 
sult in a slight difference in the size of 
the facial image, however, it turns out 
that  W! also gives a cue to the per- 
sonal identification. 

: • .  ":" ,~!~. 

(a) winOow~ arid their his~ram C,,) w/~ Dh 

Fig.4.  Location of a face by 
histogram. 

3 S e a r c h  a n d  l o c a t i o n  o f  a f a c e  w i t h  n o n - f r o n t  v i e w  

For the search and location of the face, an important  variation to be considered 
is the face direction to the camera, when the face is input by TV camera. To fit 
many kinds of different direction of the face by template matching, there exist 
two major problems. First, there needs many kinds of template corresponding 
to the face direction. Second, The size of the face changes according to the angle 
from the just front direction. At the angle near the front direction, however, the 
change of face image may be small and there is some possibility of success in 
search by only the template made from the front view of the face. 

Then, allowable direction of the face for the search by only the template 
generated from the front view of the face Is investigated. For this purpose, face 
images with different direction of every 5 degrees from the front to up/down and 
right/leR are collected. Maximum direction is 20 degrees upward and downward 
and 30 degrees left and fight, respectively. Consequently 117 images per person 
are collected as shown in Fig.5. The center image is the front view, and the first 
quadrant  has faces with the up and right direction. Totally images of 20 persons 
are collected and examined. 

As a result, face search is found to be able over very large direction, that  
is up to 25 degrees right and left, and 20 degrees upward and downward, as 
it is shown in Fig.6. This result is introduced by matching the 8 x 3 template 
made from the front view of the face. Let the angle from the front direction to 
some direction be a, the projection of the image to the front direction, cos a,  
contributes to the matching. In the up/down cases, cos a is less than 0.94, and in 
the right and left cases cos a is less than 0.91. Accordingly, change of the center 
part  of the face within this region is small enough to lead to the success in the 
face search. For faces with large directions exceeding the above case, there need 
templates made from non-font views of faces, however, the number is expected 
to be not large. 

Next, allowable direction of the face for the location by histograms of eyes 
and nose area is investigated. The region where the the face with non-front view 
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can be located is also shown in 
Fig.6. The region becomes small 
compared with the face search, 
however, very large area is still 
kept, that  is up to 20 degrees 
right and left, and 15 degrees up- 
ward and downward. This is be- 
cause histograms to get enough 
information are hold in the area 
of eyes or nose within the the 
above face direction. 

II 
I 

Fig.5.Examples of directional 
faces (117 direction/person). 

4 R e c o g n i t i o n  o f  a face  w i t h  n o n - f r o n t  v i e w  

The main part of the face obtained 
by the above search and location is 
applied to the recognition. It has 
the width of the face and the verti- 
cal length from the eye-brow to the 
chin. When the facial size contain- 
ing the main part is measured sup- 
posing the midpoint of both eyes O 
is the center of the face, the size is 
nearly 2:2 in the hori-zontal direc- 
tion, and 1:3 in the vertical direc- 
tion, forming a square, as shown 
by a dotted line in Fig.2. 

To represent the main part of 
the face image by mosaic pattern 
for recognition, it is divided by 
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3 0  ° 2 0  ° 1 0  ° 0 ° 1 0  ° 2 0  ° 3 0  ° 

[ ]  able to search [ ]  able to recognize (for 20 persons) 
[ ]  able to locate [ ]  able to recogaize (for 100 persons) 

Fig.6.Direction of a face to 
be detected or recognized. 

adequate block size, and each block is represented by the average value within 
the block.When the number of mosaic elements is increased, the information 
concerning the face increases. This makes it possible to represent a large number 
of faces, while the result becomes more sensitive to the deviation of location. In 
this study, 12 × 12 blocks are used so that  a certain deviation of location can be 
tolerated, the blocks are then used as the template(dictionary) for recognition[a]. 

First, the 12 x 12 mosaic templates for the recognition dictionary are con- 
structed after verifying that  the location and the size of the face axe correctly 
determined by the previous algorithm. As the dictionary data, only the mosaic 
from the face of the front view is registered for each person. Next, the main part 
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of the face is extracted from the unknown input image by search and location, 
and is converted into a 12 x 12 mosaic data. The result is compared with each 
dictionary data  by template matching. Either datum is represented by a 144- 
dimensional vector, and the case with the smallest angle between the vectors is 
defined as the result of recognition. This similarity method is used to absorb the 
gray-level distribution difference, as in the search process. 

The recognition rate depends on the number of registered persons, the rate 
is then investigated by changing the number of persons from 20 to 100. Conse- 
quently, in case of the face with a front view, the recognition rate becomes all 
100% at any number of person. 

Next for the face with a non-front view the recognition rate is examined, and 
the result is also shown in Fig.6. In the case of the number of registered person 
is 20, all the persons can be identified over large direction up to 15 degrees right 
and left, 10 degrees upward and 15 degrees downward. In the case of 100 persons, 
all the persons can also be identified, however, allowable face direction is reduced 
to at 10 degrees right and left. From another point of view, this result shows 
that  the person with every direction within 10 degrees difference from the front 
can be identified even for 100 registered persons by only the templates that  is 
made from the face of the front view. This 10 degree is enough to notice person 
standing in the non-front direction before the camera. 

Furthermore, faces with smile and laugh expression, and with eyeglasses(some 
with thick frames and some with thin sunglasses), can also be searched and rec- 
ognized.Fig.7 shows examples succeeded in search and recognition. These results 
mean that  some differences induced by the facial expression or the face direc- 
tioncan absorbed by using mosaic pattern. Thus necessary information for the 
face search and recognition is sufficiently kept in spite of changes of facial im- 
age,and this produces very robust processing having much tolerance for the input 
condition. The above algorithm from the search to the recognition of a face is 
implemented in a personal computer. Fig.8 shows the processing flow of the sys- 
tem, and all the processes are achieved by only program except capturing.A total  
executing time is within one second by the personal computer with the CPU; 
Pentium Pro 180 MHz.This executing time is fast enough for a practical use. 

Fig. 7. Resultant examples (right-low: face of front-view for dictionary). 
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Fig. 8. Processing flow of persons identification by a face. 

5 C o n c l u s i o n s  

This paper  presented an au toma ted  method  of person identification by the search 
and  recognition of  a face in a scene. A face is supposed to  be roughly pu t  in a 
f~ame, then the face search is executed by match ing  the template  which is a 
mosaic pa t te rn  of  the local region containing both  eyes. Next, decision of the 
locat ion and  the size of  the main par t  of  the face is achieved by  h is togram of small 
windows containing eyes and nose. The main  par t  of  the face is then represented 
by  a 12 × 12 mosaic and applied to the recognition. 

As a result, 100% of  the search and recognition rate is obta ined  for faces with 
front view. The  search and recognition rate for faces with the non-front  view is 
going down as the face direction or the number  of  registered person becomes 
larger. Nevertheless, the person with every direction within 10 degrees difference 
from the front can be identified even for 100 registered persons by only the 
templates  f rom the face of  the front  view. 

Most of  search and recognition processing in the proposed method  are axe 
composed of simple template  matchings.  Then  the processing t ime is within 
one secondby personal  computer  wi thout  any  special hardware,  and  this is fast 
enough for a practical  use such as access control  system. 
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