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Abstract. We here present some results of an applied research work dealing 
with the problem of autonomous inspection in power plants. The aim of this 
effort is to actualize a qualitative and quantitative improvement over the 
methodologies currently adopted in routine plant reliability and safety 
operation. We want to reach this target by exploiting the advantages of the 
active approach to machine vision, the currently available robotic techniques, 
and the enhanced value of linking the robot to the plant informative system. 

1 Introduction, Problem Description & State of the Art 

The great majority of working or attempted applications dealing with autonomous 
robotic systems in power plants have been developed in the nuclear domain. This is 
due to the particularly hostile post-accident environments that can actualize in those 
plants. It is much more difficult to find deployed applications of autonomous robotics 
in conventional thermoelectric power plants. This does not mean that robotics has no 
place in conventional power plants. On the contrary, many of these plants are less 
"clean" and much more in need of automatisation than their nuclear counterparts. In 
fact, in the majority of plants, the management actually feels the need for reliable 
robotic solutions to inspection and surveillance problems, but they find several 
obstacles on the road to their actual implementation, 

The first one is the lack of widespread commercially available autonomous 
robotic solutions to the problem. This is mainly due to the poor performances of 
current vision systems in general object recognition and scene interpretation tasks. 
This does not mean that we do not have good vision systems around. We could list 
several systems that have achieved impressive performance figures [1] if compared 
with systems of, say, ten years ago. There have been also new approaches to 
computer vision that have provided us with better solutions to old and new problems 
[2]. One of the most successful among them has been the active approach to vision 
[2], but the major breakthroughs achieved by active vision have been in navigational 
tasks [3-5]. This is of course a precious contribution to mobile robotics, but the 
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inspection problems in power plants have much more to do with anomaly detection 
and object recognition than with navigation. We could actually imagine a complete 
autonomous inspection system based on robots running on tracks, or even based on a 
collection of fixed cameras with pan, tilt and zoom capabilities. Nevertheless we 
think that also recognition problems will benefit from an active approach [6,7]. 

Another obstacle to the development of autonomous inspection systems is the 
great variety of plant configurations and environments. Difficult to reach locations 
often call for ad hoc and costly mechanical projects. Nevertheless these locations, 
along with hostile environments, are the main reasons behind the quest for robotic 
solutions. Beyond risk, personnel costs for carrying out extensive routine inspection 
is another reason that can push automatic inspection and surveillance. But at the 
same time unemployment problems are an obstacle to the automatisation of some 
routine jobs. Other difficulties arise because current plants have not been built with 
automatic inspection in mind. This makes it hardous integrating new solutions [8]. 

2 Automatic Visual Inspection and the Plant Information System 

Plant control and supervision are usually managed by either two separate real-time 
computer systems or a fully integrated one. The control system, connected point to 
point or through a field bus to the plant, collects all process data needed by its 
control loops to operate the plant. All extra data, like metals temperatures, vibrations 
and noises, are collected by the supervisory system; this second set of data allows the 
operator to monitor plant conditions in real time and to preview risk situations. 
Presently information is collected by traditional sensors that measure physical 
quantities, like pressure and temperature, without any particular elaboration. They 
are characterized by a high or low accuracy and precision, and they can range from 
cheap and simple thermocouples to expensive and sophisticated chemical sensors. 

An artificial vision system can be considered an advanced and sophisticated 
sensor. It  can acquire and process images with many different algorithms, so to 
extract many kinds of task dependent information. This flexibility alone makes a 
powerful diagnostic tool of it, but if you couple vision with robotics you will pour the 
same capabilities into an ubiquitous, location dependent, diagnostic tool. 

The problem is how much we can rely on measurement results from such a 
sensor. As with other sensors, we need to characterize them with accuracy and 
precision but, even more important, with reliability. What we can expect from vision 
sensors in these terms will determine the use we will be able to make of them. A first 
weaker use could be in the supervisory system data base to support operator decisions 
for a better and safer plant operation. In a stronger way it could be considered as an 
input to the plant control system. Visually gathered information could represent an 
alarm signal in the control room alarm system or an input signal for a plant 
maneuver. This operation could be carried out either by plants components such as 
valves and pumps or by a robot. In this case the robot would be used as an actuator. 
This integration in the control system represents a huge improvement in plant 
operation. 
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At the end we can say that in many plant situations we have examined either 
traditional sensors can not be used or they result to be more expensive than 
thoughtfully designed vision systems. For what concerns some visual inspection 
tasks, personnel is currently loaded with periodical duties that cannot be made more 
frequent. In these cases an on line vision system would provide all the advantages of 
continuous monitoring. 

3 Proposed Approach 

In our approach a collection on vision systems should be integrated with the plant 
data acquisition system. They should be either intelligent sensors dedicated to some 
critical point of the plant or more flexible vision systems that a robot can move 
around. The improved flexibility and power of the mobile system are necessary for 
both navigational tasks and the many recognition tasks that it has to perform. Of 
course, navigation is much easier if the robot runs on tracks or on some constrained 
path. The increased possibilities provided by mobile systems stem also from the 
active vision techniques that we can implement with them. 

The integration between machine vision and the plant informative system is 
even more important for mobile robotics. Vision-based positioning can be useful for 
navigation, but it becomes even more critical for object recognition and scene 
interpretation. It does not matter if we use Landmark-Based [9-12] or Model-Based 
[13-15] approaches to positioning: all of these methods require some knowledge of 
the structure and geometry of the viewd scenes. New plants, computer aided 
designed, can keep their CAD data base online in order to provide both improved 
interfaces to plant operators and model knowledge to robots and intelligent 
inspection systems. If we do not have such CAD data base we nevertheless may have 
topological and functional schemes that, along with Feature-Based Visual Map 
Building [16-18], can strongly aid an autonomous inspection system. 

4 Three Steps Toward the Solution 

The following examples describe the first three inspection problems that we have 
studied and solved. Field tests have been conducted with good results and their 
permanent installation in some production plants is in the project phase. The 
integration with the plant informative system that we are proposing is at the 
supervisory system level. Other solutions to different inspection problems are 
currently under development. 

4.1 Residual Water Pool 

The first test case is the inspection of a residual water pool to detect excess oil 
percentage on the water surface (see figures la, lb, lc). This is accomplished by 
measuring and monitoring the amount of oil on the water surface and it represents 
an important real-time process control problem. A high volume of oil means a 
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dangerous plant operation and sometime, without a timely countermeasure, a 
complete plant shut down. When we looked at the images we got from the plant, we 
promptly realized that a real problem was to discriminate between "normal" and 
pathological situations. The problem is that there is always some oil on the water 
surface but, depending on the quantity of it, this might be either considered normal 
(fig. la) or an index of a really critical situation (fig. lc). So, it is neither sufficient 
nor meaningful to detect oil presence on the water surface but we needed to 
quantitatively estimate it. 

As a simple solution, a threshold could be set to determine the alarm level over 
which we need operator intervention. We judged a better approach to provide the 
operator with the temporal evolution of the measurements performed on the visible 
parameters of pollution. Only if all the quantitative parameters are available the 
operator can assess the risk for economic plant operation. Presenting the history of 
performed measurements allows an easier calibration of the important thresholds. 

a) b )  c) 
2 . . , - ,  . . . . . . .  .~ :  - /  .... 
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g) h) i) 

Fig. 1. Residual water pool: a), b) and c) are normal, somewhat dirty and critically dirty 
water contitions respectively; d) - f) show the unprocessed output of edge operator; g) - i) 

show the chrominance. 
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a) b) c) 

Fig. 2. Residual water pool: a) is the original image showing an oil leakage; b) shows the 
edges; c) shows the chrominance. 

Possible features that must be detected are oil leakages (fig. 2a), bubbles and 
iridescent regions on the water surface (figures lb, lc). In normal condition the 
water surface in the pool appears as uniform, without bubbles or evident flows. As a 
preliminary analysis, edge detection is performed to identify discontinuities due to 
bubbles on the liquid surface. Further analyses consider saturation and chrominance 
to identify differences between oil and water reflection characteristics [19]. 

Edge detection performed on the intensity image put evidence on leakages and 
bubbles. This suggested that we could measure this kind of features by edge point 
counting. Gradient thresholds have been selected in order to match the amount of 
edges to the perceived "granularity" of water surface. In this way images acquired in 
standard conditions carry almost no edges. 

A second test measurement performed is saturation analysis. In presence of oil 
on the surface, where reflections are colored, this analysis detects higher values than 
in standard conditions. In particular, if oil completely covers the surface, the 
difference is remarkable. On the other hand almost clean surfaces may produce false 
results, because of the high saturation values produced by colored reflections on the 
water. Saturation analysis can easily differentiate between extreme situations, but it 
fails to detect a weak anomaly. 

Chrominance analysis produces good results, too. Dirty but dry walls and pipes 
surrounding the pool show chromatic components between green and red, that 
correspond to values in the range 0-0.33, in our scale representation of the hue 
image, as shown in figures lg-li.  Wet walls and pipes appear blue or red, and 
correspond to values in the range 0.6-1. Blue components are produced by oil dirty 
water drops, shadows and light reflections, so inspection of water surface is a 
complex problem, due to reflections of surrounding walls and pipes on the surface 
itself. Nearly clean water shows a colors distribution in the red range, while dirty 
water spans a wider range. The more dirty is water the more the hue histogram 
center shifts toward the blue color. As a conclusion, oil presence corresponds to high 
saturation and a blue centered hue distribution. 

Our approach consisted in integrating edge detection on the intensity image 
with hue distribution analysis. We exploit the result from chrominance analysis as a 
weight to decrease or increase edge detection thresholds. In addition, a masking 
operation based on hue distribution values selects only edges that are more probably 
inside an oil covered region. 



514 

We devised a simple calibration scheme that can be performed by uninformed 
personnel at the plant. This scheme can adjust the calibrated parameters in line 
according to the results of routinely performed analyses. 

'i ̧ ii!iiiiii!iiiiiiiiiiiiiiiiiii~ : ,: ill i.:~ i~:~i i~i~ 

a) h) 
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c) d) 

Fig. 3. Booster pump: a) and c) are the original images; b) and d) show the chrominance. 

4.2 Booster Pump Leakages 

The second test case is represented by oil leakage identification on oil feeding pumps 
(booster pumps). Figures 3a and 3c show oil drops on pump surfaces. This 
phenomenon is a first clue of a possible important plant damage. Also in this case 
drops show clearly visible iridescences, so the same methods exploited by chromatic 
analysis in the residual water pool test case can be used. The results are quite 
accurate and are shown in figures 3b and 3d. In this case edge detection is not useful 
due to the pump complex shape and to the consequent presence of many misleading 
edges. 

4.3 S e a m  

The third problem we faced is the detection and measurement of steam puffs. There 
are places in the plant where a small continuous flow of steam is normal, but 
occasionally the flow gets stronger. This gives information on possible 
malfunctioning upstream components or subsystems. But unexpected steam leakages 
actualize also in places where they should not. A timely detection is in these cases 
very important for plant safety, availability and efficiency. 

Steam is a kind of object that cannot be characterised by shape. Its visually 
salient features are colour and motion. In addition it is generally hot. 
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Image regions where steam is present are generally lighter than the 
surrounding regions because of light reflection. This has a desaturating effect on the 
color of objects and regions transparently occluded by steam. Of course the degree of 
background masking depends on puff thickness along the line of sight. At a certain 
point the masking becomes total. For this reason we focused our attention on light 
and desaturated regions of the image. We can greatly improve the selectivity of this 
kind of analysis by mounting a suitably oriented polarizer on the camera lens. In fact 
highlights produced by light reflection on liquid or other strongly polarizing surfaces 
share these same features with steam. The effect of the polarizer is strong on these 
reflexes because they are already polarized. At the same time the effect on light 
coming from steam is negligible. 

On one hand, the continuous aspect variation of puffs makes steam such a 
variable subject that it is very difficult to characterize it morphologically. On the 
other hand, this variability is precious for detection. By analyzing image sequences 
taken from a fixed point it is easy to locate moving objects by simple frame 
difference [20]. Of course, by this technique, we detect any moving object. So it is 
necessary to integrate the results of motion analysis with that of color analysis. 

A further contribution to the accuracy of our steam sensor could come from the 
use of infrared cameras. The high temperature produces stronger signals in infrared 
images, making steam, as well as other hot objects, distinguishable from cooler 
objects. 

5 Conclusions and Future Work 

In this paper a mobile robotics system for autonomous plant inspection and anomaly 
detection has been proposed. The overall problem may be decomposed in several 
steps. Three test cases have been analyzed and solved. 

At this moment we are working toward other inspection problems that are even 
less structured; as an example we are developing an active vision approach for the 
detection of oil pools, optical and mechanical parameters of a camera mounted on a 
robot are actively controlled in order to obtain an accurate measure of the pool. 

In the meantime we are starting to integrate our vision systems with the plant 
informative system at the supervisory level. 
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