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Abstract. Identifying the natural clusters of nodes in a graph and treat- 
ing them as supernodes or metanodes for a higher level graph (or an ab- 
stract graph) is a technique used for the reduction of visual complexity 
of graphs with a large number of nodes. In this paper we report on the 
implementation of a clustering algorithm based on the idea of ratio cut, 
a well known technique used for circuit partitioning in the VLSI domain. 
The algorithm is implemented in WINDOWS95/NT environment. The 
performance of the clustering algorithm on some large graphs obtained 
from the archives of Bell Laboratories is presented. 

1 I n t r o d u c t i o n  

Graphs are frequently used to model problems from various diverse domains 
such as telecommunication networks, VLSI circuit design, databases and com- 
putational chemistry. In these domains the nodes are used to represent certain 
entities of that domain and the edges represent the relationships between them. 
The relationship between the entities can be very effectively conveyed visually by 
a nice layout of the graph. However, in most of the realistic problem instances, 
the number of nodes and edges is far too many for a nice layout and also for 
comprehension of the information the graph was supposed to convey. In such 
situations, an abstract graph is constructed where each node represents a set 
of nodes of the original graph and the edges represent the relationship between 
these sets of nodes. Thus an abstract graph construction problem reduces to the 
problem of partitioning the node set of the original graph G -- (V, E), into a 

k E subset of nodes V1, V2, ..., V~, such that Ui=l i = V and Vi n ~ = 0 for i ¢ j.  
The subsets Vis (1 < i < k) are known as the clusters of the graph G = (V, E). 

One problem with this approach is that there is no consensus among the re- 
searchers as to what constitutes a cluster. There is some intuitive understanding 
of what constitutes a cluster but there is no universally accepted formal defini- 
tion of a cluster. In case the nodes and edges of the graph have some semantic 
information associated with them (in the form of labels), such information can 
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be used for the purpose of clustering (or grouping) the nodes. An example of such 
information could be the IP addresses associated with the nodes in a telecommu- 
nication network. In case the graph has no such information, then the structural 
properties of the graph have to be utilized for the purpose of generating the 
clusters. We will refer to such graphs as the fiat graphs. Several candidates for 
the structures have been proposed in the literature. These include biconnected 
components [2], paths and triangles [1], circles of cliques [7]. The reader is re- 
ferred to [5] for discussions of some other possible structures for clustering. In 
spite of the differences of opinion as to what constitutes a cluster, one idea is 
universally accepted: the nodes belonging to a cluster must have a strong rela- 
tionship between them in comparison with the nodes outside the cluster. In case 
of a fiat graph this translates to finding a partition that minimizes the number 
of inter-cluster edges (or maximizes the intra-cluster edges). 

2 Ratio Cut Technique 

The Ratio Cut technique was proposed in [4] for the purpose of identifying the 
natural clusters of a graph. The technique was proposed in the VLSI domain for 
the circuit partitioning problem. Both in the case of circuit partitioning as well 
as graph clustering, minimization of the cut edges is a very important objective. 
In case the node set needs to be partitioned into only two subsets 1/1 and V2, the 
minimum cut partition can easily be computed using the max-flow techniques. 
However, the technique does not have any control on the size of subsets V1 
and 1/2. In the VLSI domain each of the subsets has to fit into an integrated 
circuit chip and as such the size of each subset has to conform to some pre- 
specified maximum limit. Therefore, the max-flow technique is not very useful 
in the circuit partitioning problem. The Kernighan-Lin technique, a well known 
heuristic for circuit partitioning, requires that the size of the two partitions 1/1 
and V2 of the node set V be equal. This technique heuristically tries to find a 
partition with a small cut value, all the while keeping the size of the two subsets 
V1 and V2 equal. 
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Fig. 1. Partitions produced by Kernighan-Lin Algorithm and Ratio Cut Algorithm 
respecively 



293 

As shown in [4], such a strict size requirement often forces a partition with 
a high cut size. The K-L technique produces the partition shown in figure 1, 
whereas a partition into natural clusters with a much better cut size is shown 
in figure 2. To attain the twin objectives of (i) minimizing the cut value and (ii) 
minimizing the difference in the size of the subsets, the authors of [4] proposed 
a new metric called the ratio cut to measure the quality of a partition. The ratio 
cut is defined as follows: 

Consider a graph G = (V, E). Suppose cid is the capacity (or the weight) of 
the edge connecting the nodes i and j .  Suppose V1, V2 is a partition of the node 
set V. (V1 : V~) denotes a cut that separates the nodes of V1 from the nodes of 
V2 = V - 111. The capacity of this cut is equal to 

= 

i~v~ j~v2 

The corresponding ratio value is given by 

R(V1, V2) = C'(V1, V2 ) l l V, I x IV2 I 

The ratio cut is defined to be the cut that has the minimum ratio among all 
possible cuts of the graph, i.e., a cut (V1, V2) will be known as a ratio cut if 

R(VI, V2) = min R(X,  Y) 
X C V ; Y : V \ X ; X , Y ¢ O  

3 I m p l e m e n t a t i o n  

As seen in the discussion in the previous section, the ratio cut technique proposed 
in [4] is applicable for a two-way partition of the graph. The authors dealt 
with the multi-way partition problem by repeated application of the two-way 
partition. For the graph clustering problem, we adapted the two-way ratio cut 
principle to a multi-way partition problem. In case of a k-way partition we 
compute the ratio as follows: 

where 

= I V, I x IV ,  I x . . . x  I I 

k 

C(V1, V2,..., Vk) = 1/2 ~ ~ ~ c,j 
p=1 iev~ j~vp 

The ratio cut is defined exactly the same way as before, that is the cut that has 
the minimum ratio among all possible cuts of the graph. 

In our implementation, we did not put a limit on the maximum number of 
nodes in a cluster, as we felt that such a restriction is artificial. However, our 
algorithm requires the user to specify the number of clusters in which the node 
set should be partitioned. The rational for this requirement is the following: The 
reason for clustering the nodes of the graph is to reduce the visual complexity 
and as such it should be left to the user to determine what level of complexity 
is acceptable for his application. 
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4 Experimental  Results  and Discussions 

We tested our implementation of the multiway ratio cut based clustering algo- 
rithm with a wide range of graphs - small, medium and large. We created some 
example graphs for testing purposes and extensively used the Bell Laborato- 
ries graph library. This library has a large collection of graphs of wide range 
of variation in terms of number of nodes, edges and node degrees. Some repre- 
sentative examples of the output of our clustering algorithm is attached. The 
clustering algorithm runs on both the UNIX and the PC environment. We used 
Tom Sawyer Software's Graph Layout Toolkit for the layout of the graphs. The 
clustering algorithm computed the clusters in less than a few seconds in almost 
all of the Bell Laboratories graphs. Only in a small number of cases it required 
a few minutes for clustering. 

5 Demo Environment 

The clustering algorithm was implemented on a WINDOWS95/NT environment 
using Microsoft Visual C + +  version 4.0. All graph layouts were produced by the 
Graph Layout Toolkit version 2.3 of Tom Sawyer Software Corporation. A PC 
with a 486 or Pentium processor along with 16MB of RAM is the only hardware 
requirement for the demo. The demo currently runs under either WINDOWS95 
or NT. 
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Fig. 2. Bell Lab graph 1572 before clustering 

Fig. 3. Bell Lab graph 1572 with 4 clusters 

Fig. 4. Bell Lab graph 1572 with 5 clusters 
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Fig. 5. Bell Lab graph 1487 before clustering 

Fig. 6. Bell Lab graph 1487 with 5 clusters 

Fig. 7. Bell Lab graph 1487 with 6 clusters 


