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#### Abstract

There are well-known techniques for message authentication using universal hash functions. This approach seems very promising, as it provides schemes that are both efficient and provably secure under reasonable assumptions. This paper contributes to this line of research in two ways. First, it analyzes the basic construction and some variants under more realistic and practical assumptions. Second, it shows how these schemes can be efficiently implemented, and it reports on the results of empirical performance tests that demonstrate that these schemes are competitive with other commonly employed schemes whose security is less well-established.


## 1 Introduction

Message Authentication. Message authentication schemes are an important, security tool. As more and more data is being transmitted over networks, the need for secure, high-speed, software-based message authentication is becoming more acute.

The setting for message authentication is the following. Two parties $A$ and $B$ agree on a secret key $a$. A message authentication scheme consists of two algorithms $S$ and $V$. If $A$ wants to send a message $x$ to $B$, then $A$ first computes the message authentication code, or MAC, $\alpha=S_{a}(x)$, and sends the pair ( $x, \alpha$ ) to $B$. When $B$ receives a pair $(x, \alpha), B$ evaluates $V_{a}(x, \alpha)$, which returns 1 if the MAC is valid, and 0 otherwise.

Security for message authentication schemes can be formally defined, as in Bellare et al. [4], essentially along the same lines as for digital signatures [8]: we say that an adversary forges a MAC if, when given oracle access to $S_{a}$ and $V_{a}$, it obtains $V_{a}(x, \alpha)=1$ for some message $x$ that was never given to the oracle for $S_{a}$; a message authentication scheme is secure if it is computationally infeasible to forge a MAC.

Common Approaches to Message Authentication. One of the most widely used message authentication schemes is built using a block cipher, typically the Data Encryption Standard (DES), and applying it to the message in Cipher Block Chaining (CBC) mode. Only recently has this scheme been shown to be secure [4], under a reasonable assumption about DES, although the level of security provided by this scheme degrades quite quickly as the number of queries
or the message length increases. Moreover, as DES is applied to every block of the message, this scheme is quite slow, especially in software.

Another common practice today is to use a cryptographic hash function $h$, such as MD5, and set $S_{a}(x)=h(a \cdot x \cdot a)$, where "." denotes concatenation. Many variations on this scheme have been proposed as well (see [16])). These schemes are typically much faster than the CBC-DES scheme; unfortunately, the security of these schemes is not well-established; to obtain much confidence in the security of this approach, one must assume a good deal more about the properties of $h$ than seems warranted (but see [2] for some progress in this area).

The Universal-Hash Construction. The problem of message authentication was studied early on in an information-theoretic setting, first by Gilbert et al. [7], and later by Wegman and Carter [18]. Wegman and Carter's universalhash construction was later placed in a cryptographic setting by Brassard [6], Krawczyk [12], and Rogaway [17]. 'This construction uses a 2-universal family $H$ of hash functions, and a pseudo-random family $F$ of functions. Assume that the outputs of both types of functions are bit strings of the same length, say $l$. The secret key for such a scheme consists of a pair $(h, f)$, where $h \in H$ and $f \in F$ are chosen at random. The MAC for a message $x$ is $(r, f(r) \oplus h(x))$, where the "tag" value $r$ is a counter that is incremented with each application of algorithm $S$.

Actually, one does not need a 2-universal family of hash functions, but rather, a family of hash functions satisfying the following property for suitably small $\epsilon \geq 2^{-l}$ : for any pair of inputs $x_{1} \neq x_{2}$ and for any $l$-bit string $z$, for a random $h \in H$, the probability that $h\left(x_{1}\right) \oplus h\left(x_{2}\right)=z$ is no more than $\epsilon$. In this case, we say $H$ is an $\epsilon$-AXU (almost exclusive-or universal) family of hash functions.

The main theorem concerning the security of the basic universal-hash construction is the following (see [17] and [12] for more details and references).

Theorem 1. Assume $H$ is $\epsilon-A X U$, and that $F$ is replaced by the truly random family $R$ of functions. In this case, if an adversary makes $q_{1}$ queries to $S$ and $q_{2}$ queries to $V$, the probability of forging a MAC is at most $q_{2} \epsilon$.

If in passing from $R$ to $F$ the forgery probability should significantly increase, this would give us a statistical test to distinguish $F$ from $R$ that makes $q_{1}+q_{2}$ queries to the test function.

Our Contributions. We contribute to this line of research in two ways. In the first part, $\S \S 2-3$, we analyze the basic construction and some variants under more realistic and practical assumptions. In the second part, $\S \S 4-7$, we show how schemes based on universal hashing can be efficiently implemented, and we report on the performance of these implementations.

New Analysis and Constructions. Consider the choice of the family $F$ of pseudo-random functions $F$. Since $f$ is cvaluated at just a single counter value per message, one can usually afford to employ a function with strong security properties, but which may be somewhat slow to evaluate. $\Lambda$ block cipher such as DES seems like a very good choice.

There is, however, an irritating problem with using DES in conjunction with Theorem 1: namely, DES is a permutation (on 64-bit strings). The Ievel of security implied by Theorem 1 decreases quadratically with $q_{1}+q_{2}$, and as $q_{1}+q_{2}$ nears $2^{32}$, Theorem 1 says nothing at all about the security of the message authentication scheme. This is because with close to $2^{32}$ queries to a test function, we can already distinguish DES from a random function, since DES will not yield any collisions, unlike a random function.

There are several cryptographic constructions in the litcrature (e.g., [3, 1]) that suffer from the same problem.

In $\S 2$, we analyze the security of the universal-hash construction using pseudorandom permutations, and show that it is in fact more secure than implied by the above theorem. We also give a small modification to the universal-hash construction with even better security properties.

Another potential problem with the basic universal-hash construction is that algorithm $S$ is not stateless. This might be inconvenient in certain situations where reliably maintaining state is difficult, or where many parties are authenticating with the same key. In $\S 3$, we show a modification to the basic construction that is stateless and efficient, while still being just as secure as the basic universal-hash construction.

Fast Implementations. The most critical aspect of the universal-hash construction in terms of performance is the family $H$ of hash functions. We need to be able to generate random elements of $H$ reasonably quickly, and more importantly, we need to be able to apply functions in $H$ to messages very quickly.

We discuss three types of hash functions based on polynomials over finite fields. We show how these three types of hash functions can be efficiently implemented in software, and we report on the performance of these implementations. In $\S 4$ we present the three hash functions under consideration, and summarize our empirical results. In §5-7 we discuss our implementations of these functions, as well as some possible alternative implementations. Our results indicate that on typical workstations and personal computers, the performance of these hash functions is competitive with that of other commonly employed authentication schemes whose security is less well established.

Some of our techniques may be useful in other contexts as well, such as our method for constructing a random irreducible polynomial of given degree over GF(2).

## 2 Using a Pseudo-Random Family of Permutations

As mentioned in the introduction, the established theory on the universal-hash construction is not adequate to explain what happens when pseudo-random permutations are used instead of pseudo-random functions. The following theorem is useful in that regard.

Theorem 2. In the basic universal-hash construction, suppose $H$ is $t-A X U$, and that $F$ is replaced by the truly random family $P$ of permutations on l-bit strings.

Suppose that the adversary makes $q_{1}$ queries $10 S$ and $q_{2}$ queries to $V$. Then provided $q_{1}^{2} \leq 1 / \epsilon$, the probability that the adversary forges a $M A C$ is at most $2 q_{2} \epsilon$.

This theorem is proved in the Appendix A.
As usual, if in passing from $P$ to a pseudo-random family $F$ of permutations, the forgery probability increases significantly, we get a statistical test distinguishing $F$ from $P$.

The usefulness of this theorem depends on the $\epsilon$; for long messages, there is usually a trade-off between the efficiency of the hash function and $1 / c$. This motivates the following construction.

Let $F$ be a family pseudo-random permutations on $l$ bits. Let $H_{1}$ be an $\epsilon_{1}$-AXU family of hash functions, and $H_{2}$ an $\epsilon_{2}$-AXU family of hash functions. Assume these functions have $l$-bit outputs and that functions in $H_{1}$ have $l$-bit inputs.

As in the basic universal-hash construction we use a tag value $r$ that is a counter incremented with each invocation of $S$. The secret key for the MAC consists of $f \in F, h_{1} \in H_{1}$, and $h_{2} \in H_{2}$, chosen randomly. The MAC for a message $x$ is $\left(r, f(r) \oplus h_{1}(r) \oplus h_{2}(x)\right)$.

Theorem 3. Suppose that $F$ is replaced by the truly random family $P$ of permutations, and that an adversary makes $q_{1}$ queries to $S$ and $q_{2}$ querics to $V$. Then provided $q_{1}^{2} \leq 1 / \epsilon_{1}$, the probability that the adversary forges a $M A C$ is at most $2 q_{2} c_{2}$.

This theorem is also proved in appendix A.
As an example, suppose we are using DES and $l=64$. Since $h_{1}$ is applied to a short string, we can afford to use a family $H_{1}$ with $\epsilon_{1}=1 / 2^{64}$. The theorem says we should use algorithm $S$ no more than $2^{32}$ times, at which point we should switch the MAC key. But note that until this point is reached (if ever), the security degrades only very little.

## 3 Using a Random Tag

Consider the basic universal-hash construction. Let $H$ be an $\epsilon$-AXU family of hash functions, and $F^{r}$ a pseudo-random family of functions, all functions mapping to $l$-bit strings, and that the functions in $F$ have $l$-bit inputs. To make $S$ stateless, instead of a counter, we might use a random $l$-bit tag. However, the security in this case can degrade very rapidly. After $O\left(l^{1 / 2}\right)$ queries to the $S$-oracle, it is likely that two tag values collide. Depending on the family of hash functions, this event can compromise the scheme completely (this is certainly true for the hash functions discussed in this paper).

One solution is to double the length of the random tag. IIowever, we then need a pseudo-random function from $2 l$ to $l$ bits. If we want to base the security on DES, with $l=64$, we could use the general construction of Aiello and Venkatesan [1] to build a pseudo-random function from $2 l$ to $l$ bits. However, that would
require 6 DES applications. For the particular situation at hand, it turns out that two DES applications are sufficient. We outline this construction.

The secret key for the message authentication scheme consists of $f, g \in F$, $h \in H$, and two elements $\alpha, \beta \in \mathrm{GF}\left(2^{l}\right)$. All of these are chosen at random. To compute a MAC for the message $x$, the algorithm $S$ gencrates two random elements $r, s \in \mathrm{GF}\left(2^{l}\right)$. The MAC is $(r, s, f(r \alpha+s) \oplus g(r \beta+s) \oplus h(x))$.

Theorem 4. Suppose that $F$ is replaced by the family $R$ of truly random functions from! bits to $l$ bits, and that an adversary makes $q_{1}$ queries to $S$ and $q_{2}$ queries to $V$, where $q_{1}<2^{1-1}$. Then the probability that the adversary forges a MAC is at most $q_{1}^{2} 2^{-2 l+1}+q_{2}\left(\epsilon+2^{-l-2}\right)$.

The proof is in Appendix B.
As usual, if in passing from $R$ to $F$ we get a significant increase the forgery probability, we get a statistical test to distinguish $F$ from $R$.

It still remains to prove an analogous theorem for permutations; nevertheless, DES, or some simple construction based on it, still seems like a good candidate. for $F$.

## 4 Three Types of Hash Functions

In the remainder of this paper, we deal with the choice and implementation of an $\epsilon$-AXU family of hash functions.

In this section, we present the three types of hash functions under consideration. We assume that messages are broken up into $n$ blocks, each containing $l$ bits. The output of the hash functions is $l$ bits.
The Evaluation Hash. The evaluation hash views the input as a polynomial $M(t)$ of degree less than $n$ over GF $\left(2^{l}\right)$. The hash key is a random element $\alpha$ in $\mathrm{GF}\left(2^{l}\right)$. The hash value is $M(\alpha) \cdot \alpha \in \mathrm{GF}\left(2^{l}\right)$. This family of hash functions is $\epsilon$-AXU with $c \approx n / 2^{l}$.
The Division Hash. The division hash views the input as a polynomial $m(x)$ of degree less than $n l$ over $\mathrm{GF}(2)$. The hash key is a random irreducible polynomial $p(x)$ of degree $l$ over $\operatorname{GF}(2)$. The hash value is $m(x) \cdot x^{l} \bmod p(x)$. Since the total number of irreducible polynomials of degree $l$ is $\approx 2^{l} / l$, it is easy to see that this family of hash functions is $\epsilon$-AXU with $\epsilon \approx n l / 2^{l}$.
The Generalized Division Hash. The third hash function actually includes each of the first two as special cases. Suppose that $k \mid l$. The generalized division hash vicws the input as a polynomial $m(x)$ over $G F\left(2^{k}\right)$ of degree less than $n l / k$. The key is a random monic irreducible polynomial $p(x)$ of degree $l / k$ over $\mathrm{GF}\left(2^{k}\right)$. The hash value is $m(x) x^{t / k} \bmod p(x)$. It is easy to show that this is $\epsilon$ - AXU with $\epsilon \approx n l / k 2^{l}$.

The division hash was first suggested for use in message authentication by Krawczyk [12]. The other two are obvious variants, but have somewhat different performance and security properties.

An output length of $l=64$ should provide an adequate level of security for the above three hash functions. Note that from the point of view of message authentication, MD5's output length of 128 is really "overkill"-this output length was chosen to make finding collisions hard, another problem entirely.

We have implemented the evaluation and division hashes with $l=64$. One disadvantage of the division hash is that we have to generate a random irreducible polynomial of degree 64 over $\operatorname{GF}(2)$ whenever we generate a hash function. This can be somewhat time consuming. Moreover, with the division hash, one effectively has 6 bits less security than with the evaluation hash (i.e., $\epsilon$ increases by a factor of $2^{6}$ ). However, the division hash runs somewhat faster than the evaluation hash. We have also implemented the generalized division hash with $l=64$ and $k=8$. We have found that with this method, hash function gencration is much faster than with the division hash, while hashing speed is identical to that of the division hash. Also, one has only 3 bits less security than with the evaluation hash.

We briefly summarize some of our empirical results; more details can be found later in the paper. The timings are based on a C implementation using gec on a Sun Sparc- 10 workstation with a 70 MHz clock. The Sparc- 10 has a very typical 32-bit RISC architecture.

One implementation of the generalized division hash uses one 8 KB table for each hash function. The sct-up time (the time to generate the hash function and pre-compute the associated table) is about $255 \mu \mathrm{~s}$. The hash function itself achieves a bit rate of $50-75 \mathrm{Mbps}\left(10^{6}\right.$ bits per second).

Cache Behavior. Because of the relatively large table size, cache behavior can heavily influence the speed of the hash function. We performed a number of experiments to try to measure this influence, and where the speed seemed to rely heavily on cache behavior, we report this speed as an interval. The highest speed in this interval represents an ideal situation, where a huge amount of data is hashed before pushing the table out of cache. The lower speed represents a situation where only 2 KB of data are hashed before pushing the table out of cache. We still need to gain more practical experience with cache behavior.

Using a table of just 2 KB , the evaluation hash can be implemented so that it has a set-up time of just $30 \mu \mathrm{~s}$, and runs at $34-36 \mathrm{Mbps}$. Note the much smaller variance in running time due to cache effects.

We have not included in the above the cost of the pseudo-random function. Using one of the faster DES implementations, built by How [10], the set-up time is about $75 \mu \mathrm{~s}$, and the time for one DES operation is about $10.5 \mu \mathrm{~s}$.

We compare the above with a standard C implementation of MD5 on our machine, for which gcc produces quite good code. MD5 achieves a top speed of 41 Mbps . This measures the speed of the internal compression function; dealing with word-alignment and byte-ordering problems can reduce MD5's speed somewhat. Cache effects do not seem to affect the speed of MD5 significantly.

It is clear from the above running times that CBC-DES is very slow, running at only 6 Mbps .

As another example, we compiled our code for the generalized division hash on a 90 MHz Pentiurn, running linux and using gcc. Because of the very small register set on the Pentium, the gec compiler was not able to generate very good code, and so we hand optimized the asscmbly code. The set-up time was was $220 \mu \mathrm{~s}$, and the hash function runs at $85-100 \mathrm{Mbps}$.

We compare this to the hand-optimized asscmbly implementation of MD5 by Bosselaers, Govaerts, and Vandewalle [5]. This runs at 113 Mbps .

Also, How's implementation of DES on our Pentium has a set-up time of $94 \mu \mathrm{~s}$, and one application takes $11.5 \mu \mathrm{~s}$. This implies a rate of about 6 Mbps for CBC-DES.

## 5 The Evaluation Hash

To implement the evaluation hash for $\mathrm{GF}\left(2^{64}\right)$, we select an irreducible polynomial $f(x) \in \mathrm{GF}(2)[x]$ of degree 64 , and represent $\mathrm{GF}\left(2^{64}\right)$ as $\mathrm{GF}(2)[x] /(f(x))$. It is convenient, especially on 32 -bit machines, to select $f(x)$ of the form $x^{64}+f_{0}(x)$, where $\operatorname{deg} f_{0}(x)$ is small, for example $f(x)=x^{64}+x^{4}+x^{3}+x+1$.

To evaluate a polynomial in $\operatorname{GF}\left(2^{64}\right)[t]$ at a point $\alpha \in \mathrm{GF}\left(2^{64}\right)$, we use Horner's rule. Thus, the critical operation is the map $\beta \mapsto \alpha \cdot \beta\left(\beta \in \operatorname{GF}\left(2^{64}\right)\right)$. Since $\alpha$ remains fixed for many such multiplications, we can speed things up considerably by performing a pre-computation.

Suppose $\alpha=a(x) \bmod f(x)$, where $a(x) \in \mathrm{GF}(2)[x]$, with $\operatorname{deg} a(x)<64$. For a given $b(x) \in \mathrm{GF}(2)[x]$, with $\operatorname{deg} b(x)<64$, we want to compute $a(x)$. $b(x) \bmod f(x)$. We discuss two methods to do this.

Method 1. We assume that we have performed a pre-computation that allows us to compute the map $v(x) \mapsto v(x) \cdot x^{64} \bmod f(x)(\operatorname{deg}(v(x)<8)$ by tablelookup. This table will have 256 entries, and because of the special form of $f(x)$, each entry will be only 16 -bits wide, for a total of 0.5 KB . This table is fixed once and for all.

Given $a(x)$ we can perform a pre-computation that allows us to compute the map $v(x) \mapsto v(x) \cdot a(x) \bmod f(x)(\operatorname{deg} v(x)<8)$ by table-lookup. This table will also have 256 entries, but each entry will be 64 -bits wide, for a total of 2 KB .

To compute $a(x) \cdot b(x) \bmod f(x)$, we write $b(x)=\sum_{i=0}^{7} b_{i}(x) x^{8 i}$, initialize $r(x)$ to zero, and do the following:

$$
\text { for } i \leftarrow 7 \text { down to } 0 \text { do } r(x) \leftarrow r(x) x^{8}+b_{i}(x) a(x) \bmod f(x) \text {. }
$$

Assuming a 32 -bit machine, polynomials of degree less than 64 are represented by a word-pair. Suppose $r(x)$ is represented by the word-pair (hi,lo). In this algorithm, the computation of $r(x) x^{8} \bmod f(x)$ is performed by extracting the high-order byte of hi, performing a table-lookup, performing a left-shift of 8 bits on ( $h i, l o$ ), and replacing $l o$ by the exclusive-or of itself and the result of the table-lookup. To compute $b_{i}(x) a(x) \bmod f(x)$, we extract the appropriate byte of $b(x)$, perform a table-lookup, obtaining two words. We then exclusive-or these two words into ( $h i, l o$ ).

Timing results. In our Sparc- 10 implementation, the pre-computation step for a given $a(x)$ takes $30 \mu \mathrm{~s}$. The hash function then runs at about about 34 36 Mbps . The number of machine instructions executed per byte is about 14 . One particular bottleneck is the double-word shift - this alone takes 4 instructions.

Method 2. In this method to compute $a(x) \cdot b(x) \bmod f(x)$, simply to perform a pre-computation that allows us to compute, for $0 \leq i<7$, the maps $v(x) \mapsto$ $v(x) x^{8 i} a(x) \bmod f(x)(\operatorname{deg} v(x)<8)$ by table-lookup. This will require 8 tables, each with 25664 -bit entries, for a total of 16 KB . With these tables, we can carry out the multiplication by $\alpha$ using 8 table look-ups and exclusive-ors.

Timing results. In our Sparc-10 implementation, this method requires $240 \mu \mathrm{~s}$ for the pre-computation, and runs at $32-54 \mathrm{Mbps}$. The number of machine instructions executed per byte is about 7 . The very large table seems to cause a significant performance degradation.

For both of these methods, to achieve these hash rates one must process the message word-by-word, and not byte-by-byte; that is, each word of the message is read from memory as a whole, and then exclusive-ored into a register. Any byte-ordering problems can be dealt with at virtually no cost.

## 6 The Division Hash

We now consider the division hash. There are two problems that need to be dealt with: how to apply the hash function given the polynomial $p(x) \in \operatorname{GF}(2)[x]$ of degree 64 that defines it, and how to generate a random irreducible polynomial over $\operatorname{GF}(2)$ of degree 64. We deal with these problems in turn.

### 6.1 Hash Function Application

Assume we have the polynomial $p(x)$ defining the hash function. If the input to the function is $m(x)=\sum_{i=0}^{n-1} m_{i}(x) x^{5 / i}$, we initialize $r(x)$ to zero, and do the following:

$$
\text { for } i \leftarrow n-1 \text { down to }-1 \text { do } r(x) \leftarrow r(x) x^{64}+m_{i}(x) \bmod p(x) \text {, }
$$

where $m_{-1}(x)$ is defined to be zero.
The critical operation is the 64-bit reduction map $v(x) \mapsto v(x) x^{64} \bmod$ $p(x)(\operatorname{deg} v(x)<64)$. We describe two methods to implement this map.

Method 1. In this method, we perform a pre-computation that allows us to compute $v(x) \mapsto v(x) x^{64} \bmod p(x)(\operatorname{deg} v(x)<8)$ by table look-up. This will require a table of 25664 -bit entries, for a total 2 KB . Given this table for 8 -bit reduction, we can easily compute the 64 -bit reduction using 8 table lookups, shifts, and exclusive-ors.

Timing results. In our Sparc-10 implementation of this method, the precomputation step takcs about $30 \mu \mathrm{~s}$, and achieves a rate of $35-38 \mathrm{Mbps}$. The number of machine instructions executed per byte is about 10 .

Method 2. The double-word shifts required in the above method are quite costly on 32-bit machines. On such machines, the following avoids these shifts, and yields better pipeline utilization as well. In this method, we perform a pre-computation that allows us to compute, for $0 \leq i<4$, the maps $v(x) \mapsto$ $v(x) x^{64+8 i} \bmod p(x)(\operatorname{deg} v(x)<8)$. This requires 4 tables, cach with 25664 -bit entries, for a total of 8 KB . With these tables, we can perform a 32 -bit reduction with just 4 table look-ups and exclusive-ors. We repeat this twice to get a 64 -bit reduction.

Timing results. For this method, the pre-computation step takes $120 \mu \mathrm{~s}$, and achieves a rate of $50-75 \mathrm{Mbps}$. The number of machine instructions cxecuted per byte is about 6 .
$\Lambda s$ in the evaluation hash, for reasons of efficiency, the message should be processed word-by-word, instead of byte-by-byte.

### 6.2 Generating an Irreducible Polynomial

We now consider the problem of generating a random irreducible polynomial of degree 64 over $\mathrm{GH}(2)$. One way is to generate polynomials at random and test for irreducibility. 'This is quite time consuming, and requires a lot of random bits.

A much better way to proceed is the following. We can assume that we already have one irreducible polynomial of degree 64, defining the extension field $\operatorname{GF}\left(2^{64}\right)$. Given this, we generate a random element in $\mathrm{GF}\left(2^{64}\right)$ and then compute the minimal polynomial of this element. This procedure is also nice since we only need 64 random bits.

With this procedure, the probability that we get a polynomial whose degree is less than 64 is $1 / 2^{32}$ (the probability of choosing an element in $\mathrm{GF}\left(2^{32}\right)$ ). While this is small, it cannot be ignored. If this happens, one could repeat the above procedure. However, it is actually better from both an efficiency and security standpoint to do the following: if we get an irreducible $q(x)$ of degree less than 64 , then simply define the hash function by the polynomial $p(x)=q(x) x^{64-\operatorname{deg} q(x)}$. Although perhaps counter-intuitive, it is not difficult to show that the security of this hash function is just as good as that of the original (we leave this to the reader to verify).

So we have reduced our problem to the following, which we state in more general terms. Let $K$ be a field and $f(x) \in K[x]$ a monic, irreducible polynomial of degree $d$. We are given a polynomial $g(x) \in K[x]$ of degree less than $d$, and we want to compute its minimal polynomial modulo $f(x)$, i.e., the monic polynomial $h(x) \in K[x]$ of least degree such that $h(g(x)) \equiv 0 \bmod f(x)$.

We describe three ways to solve this problem.
Method 1. This method, due to Gordon [9], applies only to a finite field $K=$ $\mathrm{GF}(q)$. We compute the sequence of polynomials $g(x)^{q^{1}} \bmod f(x)$ for $0 \leq i \leq m$, where $m$ is the smallest positive integer such that $g(x)^{q^{m}} \equiv g(x) \bmod f(x)$. Note that $m \mid d$. We then compute $h(x)=\prod_{i=0}^{m-1}\left(x-g(x)^{q^{i}}\right) \bmod f(x)$. When
$m=d$, we replace $h(x)$ with $h(x)+f(x)$. This method uses $O\left(d^{3} \log q\right)$ arithmetic. operations in $K$.

Now consider the situation where $K=G F(2)$ and $d=64$. We have to do 63 squarings and multiplies modulo $f(x)$. There are a variety of ways to make the squarings fast with a pre-computed table. However, since the operands in the multiplies are different every time, we cannot perform a pre-computation to speed this up, making these multiplications quite slow.

Timing results. In our Sparc-10 implementation, this method takes about $820 \mu \mathrm{~s}: 35 \mu$ s for the squarings, and $785 \mu \mathrm{~s}$ to do the multiplications.

Method 2. One of the most obvious and well-known methods is to compute powers of $g(x)$ modulo $f(x)$, and then find a linear relation using elimination techniques. This will in general take $O\left(d^{3}\right)$ arithmetic operations in $K$.

Consider the situation where $K=\mathrm{GF}(2)$ and $d=64$. To compute the sequence of powers of $g(x)$ modulo $f(x)$, we first build a table to make multiplication by $g(x)$ modulo $f(x)$ fast. For this, we use the technique of method 1 in $\S 5$. Now we have a matrix $M \in \mathrm{GF}(2)^{65 \times 64}$, and we want to find a vector $v \in \mathrm{GF}(2)^{1 \times 65}$ satisfying $v M=0$. One way to do this is standard Gaussian elimination; however, when we build the matrix, the rows are represented as word-pairs, but to perform Gaussian elimination, we need to perform column operations. Converting this matrix to a form that makes Gaussian elimination efficient is quite time consuming. A much better approach is that of Parkinson and Wunderlich [15] (see also Lenstra and Manasse [13]) which finds a solution using row operations.

Timing results. In our Sparc-10 implementation, this method requires about $570 \mu \mathrm{~s}: 30 \mu \mathrm{~s}$ to build the multiplication look-up table; $125 \mu \mathrm{~s}$ to compute the powers of $g(x)$; and $415 \mu$ s to perform the Parkinson-Wunderlich algorithm.
Method 3. Consider the sequence of polynomials $g_{0}(x), g_{1}(x), \ldots$, where $g_{i}(x)=$ $g(x)^{2} \bmod f(x)$. This is a linearly generated sequence over $K$ with minimal polynomial $h(x)$, i.e., it satisfies a linear recurrence whose coefficients are those of $h(x)$. Borrowing a simple idea from Wiedemann [19], we consider the projected sequence $a_{0}=g_{0}(0), a_{1}=g_{1}(0), \ldots$, i.e., we simply take the constant terms of the polynomial sequence to get a sequence over $K$. This latter sequence is also linearly generated over $K$; in general its minimal polynomial will divide $h(x)$, but since $h(x)$ is irreducible, and since the projected sequence is nonzero, the minimal polynomial of the projected sequence is also $h(x)$.

So now we have the following problem. We have a sequence of elements $a_{0}, a_{1}, \ldots$ in $K$ that is linearly generated over $K$ with minimal polynomial of degree at most $d$. The first $2 d$ clements of this sequence fully determine its minimal polynomial, and this can be very efficiently computed using the BerlekampMassey algorithm (see Massey [14] and also Kaltofen and Saunders [11]), which uses $O\left(d^{2}\right)$ arithmetic operations in $K$

Consider now the situation where $K=\mathrm{GF}(2)$ and $d=64$. We compute the powers of $g(x)$ as in method 1, and pack the constant-term bits into 4 machine words. By keeping elements of GF(2) packed into words, with some care the Berlekamp-Massey algorithm can be implemented so as to be quite efficient.

Timing results. In our Sparc- 10 implementation, the total time to compute a minimal polynomial with this method is about $360 \mu \mathrm{~s}: 30 \mu \mathrm{~s}$ to build the multiplication look-up table; $250 \mu$ s to compute the sequence of powers; and $80 \mu$ s to perform the Berlekamp-Massey algorithm.

## 7 The Generalized Division Hash

The generalized division hash achieves a bit-rate identical to that of the division hash, but has the advantage that the required irreducible polynomial can be generated much faster.

The generalized division hash works over the field $K=\operatorname{GF}\left(2^{8}\right)$. To generate the hash function and required tables, we have to perform arithmetic in $K$. To do this, we use the standard technique of using exponentiation and logarithm tables so that a multiplication in $K$ takes one addition and three table look-ups. To avoid special cases involving multiplication by 0 , we set the logarithm of 0 to -255 , and the exponentiation table is then indexed from -510 to 508 . The total size of these tables is 2 KB .

### 7.1 Hash Function Application

Suppose we have a polynomial $p(x) \in K[x]$ defining the hash function. We can carry out division with remainder in much the same way as in $\S 6$. In fact, once we pre-compute the necessary tables, the algorithms for division with remainder are identical to those in $\S 6$. One difference is that constructing the tables takes just a little more time: $35 \mu \mathrm{~s}$ (instead of $30 \mu \mathrm{~s}$ ) in the 1 -table method, and $140 \mu \mathrm{~s}$ (instead of $120 \mu \mathrm{~s}$ ) in the 4 -table method.

### 7.2 Generating an Irreducible Polynomial

We generate a random irreducible polynomial over $K$ as follows. We fix an irreducible polynomial $f(x) \in K[x]$ of degree 8 . For efficiency purposes, $f(x)$ is chosen to be of the form $x^{8}+f_{0}(x)$, where $\operatorname{deg} f_{0}(x)<4$. We choose a random polynomial $g(x) \in K[x]$ of degree less than 8 , and compute its minimal polynomial. This is done using the Berlekamp-Massey algorithm, as in the last section. This requires that we compute $g(x)^{i} \bmod f(x)$ for $0 \leq i<16$. These multiplications are done by a method analogous to method 1 in 85 . Again, the special form of $f(x)$ makes these multiplications more efficient. Also as in $\S 6$, if we get an irreducible polynomial of degree less than 8 , we use it anyway.

Timing results. In our Sparc-10 implementation, the total time required to generate a random irreducible polynomial is $115 \mu \mathrm{~s}: 35 \mu \mathrm{~s}$ to build the multiplication look-up table; $30 \mu$ s to compute the sequence of powers; and $55 \mu$ s to perform the Berlekamp-Massey algorithm.

## 8 Conclusion

Our experience indicates that a message authentication scheme based on either the generalized division hash or the cvaluation hash, along with DES, is an attractive alternative to schemes based on MD5, or similar cryptographic hash functions: one can obtain a much higher degree of provable security, while attaining reasonable performance.

We summarize our empirical results here. Details of how these estimates were obtained are contained in the body of the paper. The scheme based on the generalized division hash requires 120 random bits to generate an instance of the scheme. It uses one 8 KB table per instance. Given the 120 bits defining the instance, there is a set-up cost. On a 70 MHz Sparc-10, the total set-up time is $330 \mu \mathrm{~s}$, and on a 90 MHz Pentium, $315 \mu \mathrm{~s}$. As to speed, it runs at $50-75 \mathrm{Mbps}$ on a Sparc-10, and $85-100 \mathrm{Mbps}$ on a Pentium. There is also the cost of one DES application per message: about $11 \mu \mathrm{~s}$ on both machines.

In contrast, consider a scheme based on the evaluation hash. It also requires 120 random bits to generate an instance of the scheme, but uses one table of 2 KB per instance. On a Sparc-10, the total set-up cost is just $105 \mu \mathrm{~s}$, and runs at $34-36 \mu \mathrm{~s}$. We have not implemented this on the Pentium. Because of the smaller set-up time, and because the smaller table places less pressure on the cache, this scheme could be preferable to the generalized hash scheme in some situations. This requires more experimentation.

We compare the above to MD5 and CBC-DES.
MD5 has no significant set-up time or storage requirements. It runs at 41 Mbps on a Sparc-10, and at 113 Mbps on a Pentium.

CBC-DES has a set-up time of $75 \mu$ s on the Sparc-10, and $94 \mu \mathrm{~s}$ on the Pentium. The storage requirements are not significant. It runs at about 6 Mbps on both machines.

We note that our hash techniques complement the bucket-hash technique developed by Rogaway [17] very nicely. For high-speed authentication of very large files, one would reduce the input size by a factor of, say, 10 using a bucket hash, and then apply, say, a generalized division hash to this shorter string.

## Appendix A: Proof of Theorems 2 and 3

To prove Theorem 2, without loss of generality, we assume that the adversary is deterministic, and that all $S$-queries are made bcfore all $V$-queries. We are assuming that $f$ is a random permutation. For $1 \leq i \leq q_{1}$, the adversary obtains strings $w_{i}=f(i) \oplus h\left(x_{i}\right)$, where each message $x_{i}$ is some function of $w_{1}, \ldots, w_{i-1}$. Let $\mathbf{w}=\left(w_{1}, \ldots, w_{q_{1}}\right)$.

Lemma 5. Let $h \in H$ be an arbitrary hash function, and let $\mathbf{w}$ be an arbitrary sequence of strings that can appear as outputs from the $S$-oracle with nonzero probability. Then we have $\operatorname{Pr}[h \mid \mathbf{w}] \leq 2 \operatorname{Pr}[h]$.

Theorem 2 follows trivially from this lemma, using the standard argument for the security of the basic universal-hash construction with the fact that $H$ is $\epsilon$-AXU .

To prove Lemma 1, we use Bayes' theorem:

$$
\operatorname{Pr}[h \mid \mathbf{w}]=\frac{\operatorname{Pr}[h] \operatorname{Pr}[\mathbf{w} \mid h]}{\sum_{g \in H} \operatorname{Pr}[g] \operatorname{Pr}[\mathbf{w} \mid g]}
$$

We want to bound the quantity

$$
T=\sum_{g \in H} \operatorname{Pr}[g] \operatorname{Pr}[\mathbf{w} \mid g]
$$

from below.
Fix $g \in H$, and let $v_{i}=w_{i} \oplus g\left(x_{i}\right)$ for $1 \leq i \leq q_{1}$. Then we have

$$
\operatorname{Pr}[\mathbf{w} \mid g]= \begin{cases}\prod_{i=0}^{q_{1}-1}\left(2^{l}-i\right)^{-1} & \text { if } v_{i} \neq v_{j} \text { for all } 1 \leq i<j \leq q_{1} \\ 0 & \text { otherwise }\end{cases}
$$

It follows that $T$ is just $\prod_{i=0}^{q_{1}-1}\left(2^{l}-i\right)^{-1}$ times the probability that for a random $g \in H$, the sequence $\mathbf{v}=\left(v_{1}, \ldots, v_{q_{1}}\right)$ contains no duplicates. Now, fix $i$ and $j$ with $1 \leq i<j \leq q_{1}$. If, on the one hand, $x_{i}=x_{j}$, then by the assumption that $\mathbf{w}$ appears with nonzero probability, and the fact that $f$ is a permutation, it follows that $w_{i} \neq w_{j}$, and so $v_{i} \neq v_{j}$. On the other hand, if $x_{i} \neq x_{j}$, then by the fact that $H$ is $\epsilon$ - AXU , it follows that $v_{i}=v_{j}$ with probability at most $c$. 'Thus, the sequence $\mathbf{v}$ contains duplicates with probability at most $q_{1}^{2} \varepsilon / 2$, and so

$$
T \geq \prod_{i=0}^{q_{1}-1}\left(2^{i}-i\right)^{-1}\left(1-q_{1}^{2} c / 2\right)
$$

From this it follows that $\operatorname{Pr}[h \mid \mathbf{w}] \leq \operatorname{Pr}[h] /\left(1-q_{1}^{2} \epsilon / 2\right)$. The lemma then follows from the assumption that $q_{1}^{2} \leq 1 / \epsilon$.

That proves Theorem 2. For 'Theorem 3, the key lemma is the following.
Lemma 6. Let $h_{1}, h_{2} \in H_{1} \times H_{2}$ be an arbitrary pair of hash functions, and let $\mathbf{w}$ be an arbitrary sequence of strings that can appear as outputs from the $S$-oracle with nonzero probability. Then we have $\operatorname{Pr}\left[h_{1}, h_{2} \mid \mathbf{w}\right] \leq 2 \operatorname{Pr}\left[h_{1}, h_{2}\right]$.

The proof of this lemma is quite similar to the proof of Lemma 1 , and wo leave the details to the reader.

## Appendix B: Proof of Theorem 4

The proof borrows ideas from [1] and [3]. Without loss of generality, we assume that the adversary is deterministic, and makes all $S$-queries before all $V$-queries. We are assuming that $f$ and $g$ are random functions on $l$-bit strings.

First of all, note that the conditional probability of forging a MAC given $\alpha=\beta$ is at most $q_{1}^{2} / 2^{l+1}+\epsilon q_{2}$. This follows by a standard argument. We shall show that the conditional probability of forging a MAC given $\alpha \neq \beta$ is $q_{1}^{2} / 2^{2 l}+q_{2}\left(\epsilon+1 / 2^{l+2}\right)$. The theorem then follows by a simple calculation.

For $1 \leq i \leq q_{1}+q_{2}$, associated with query $i$ are tag values $r_{i}, s_{i} \in \operatorname{GF}\left(2^{l}\right)$ and a message $x_{i}$; for $1 \leq i \leq q_{1}$, the tags are independently generated random values, while for $q_{1}<i \leq q_{1}+q_{2}$ they are chosen by the adversary. For $1 \leq i \leq q_{1}+q_{2}$, let $u_{i}=\alpha r_{i}+s_{i}, v_{i}=\beta r_{i}+s_{i}$, and $w_{i}=f\left(u_{i}\right) \oplus g\left(v_{i}\right)$.

Define a matrix $M$ over $\operatorname{GF}(2)$ with $q_{1}+q_{2}$ rows and $2^{i+1}$ columns as follows. The columns of $M$ are split into two halves, and within each half, columns are indexed by elements of $\mathrm{GF}\left(2^{l}\right)$. For any row $i$, we place a 1 in the colurrn in the first half indexed by $u_{i}$, and in the column in the second half indexed $v_{i}$; a 0 is placed in all other columns. Consider the vector space $W$ spanned by the first $q_{1}$ rows of $M$. We say that there is a spontaneous dependency if $W$ has dimension less than $q_{1}$. For $q_{1}<i \leq q_{1}+q_{2}$, we say that row $i$ of $M$ is a coerced dependency if it lies in $W$; we call this coerced dependency nontrivial if does not appear among the first $q_{1}$ rows of $M$. Notice that if there are no spontaneous dependencies, then for $1 \leq i \leq q_{1}$, the random variables $w_{i}$ are just random bit strings, not correlated with any others seen by the adversary, or with $h, \alpha$, or $\beta$. The conditional forgery bound follows from the following three lemmas.

Lemma 7. The probability that there is a spontaneous dependency is bounded by $\sum_{j \geq 1}\left(q_{1} / 2^{l}\right)^{2 j} /(2 j) \leq q_{1}^{2} / 2^{2 l}$.

Proof. This is proved using a counting argument, as in [1], making use of the fact that the map that sends $(r, s)$ to $(\alpha r+s, \beta r+s)$ is one-to-one, and the fact for $1 \leq i \leq q_{1}$, that the values $r_{i}, s_{i}$ are generated at random. We omit the details.

Lemma 8. The probability that there is no sponlaneous dependency, but there is a nontrivial cocrced dependency is bounded by $q_{2} /\left(2^{i}-1\right) \sum_{j \geq 1}\left(q_{1} / 2^{l}\right)^{2 j+1} \leq$ $q_{2} 2^{-l-2}$.

Proof. It suffices to bound the probability of creating a coerced dependency in a modified interaction where for $1 \leq i \leq q_{1}$, the random variables $w_{i}$ are simply defined to be random strings. One then makes a similar counting argument, using of the additional fact that $\alpha$ and $\beta$ are chosen at random, subject to $\alpha \neq \beta$. Again, we omit the details.

Lemma 9. Given that there are no spontaneous or nontrivial coerced dependencies, the conditional probability of a forgery is at most $q_{2} \epsilon$.

Proof. Consider any fixed $i$, with $q_{1}<i \leq q_{1}+q_{2}$. On the one hand, suppose row $i$ is equal to some row $j$, with $1 \leq j \leq q_{1}$. Finding a valid MAC for $x_{i}$ in this case is tantamount to finding $h\left(x_{j}\right) \oplus h\left(x_{i}\right)$. This can happen with probability at most $c$, since $H$ is $\epsilon$-AXU, and-as there were no spontaneous dependencies- $h$ is not correlated with any random variables seen by the adversary. On the other hand,
if row $i$ does not appear among the first $q_{1}$ rows, then since there are no nontrivial coerced dependencies, the value $w_{i}$ is just a random bit string, not correlated with any random variables seen by the adversary. Therefore, the probability of finding a valid MAC in this case is $2^{-1}$. So in either case, the probability that this attempt at forgery succecds is at most $\epsilon$. 'The overall probability of a forgery is thus $q_{2} c$.
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