
LOCAL RECONFIGURATION OF ATM 
VIRTUAL PATH CONNECTION NETWORKS 

S.A. Berezner1, J.M. de Kock2, A.E. Krzesinski2 and P.G. Taylor3 * 
1 Dept of Maths & Stats 2 Dept of Computer Science 3 Dept of Applied Maths 

University of Melbourne 

Victoria 3052 

University of Stellenbosch 

Stellenbosch 7600 

University of Adelaide 

Adelaide 5005 

Australia South Africa Australia 

berezner 

@ms.unimelb.edu.au 

{jmdekock, aek1 } 

@cs.sun.ac.za 

ptaylor 

@maths.adelaide.edu.au 

Abstract 

Keywords: 

Modem communication networks based on SOHISONET or ATM can construct 
logical end-to-end connections between all origin-destination (0-0) pairs and 
thus create fully meshed logical networks upon sparse physical networks. Such 
logical connections are known as virtual path connections (VPCs) and a logi
cal network formed by VPCs is known as a VPC network (VPCN). We have 
developed an efficient algorithm called XFG to compute optimal VPCNs for 
carrying multiservice traffics. The XFG algorithm needs to know the call arrival 
intensities between all 0-0 pairs. These data may not always be available. We 
have therefore developed a local reconfiguration algorithm to augment the XFG 
algorithm. The local algorithm makes use of data which are likely to be avail
able in real networks. A call arrival at an 0-0 pair potentially triggers a local 
reconfiguration which affects only those routes that either connect the 0-0 pair 
or which use the physical link which connects the 0-0 pair. The information 
necessary to calculate the reconfiguration is kept locally at the 0-0 pair. 

We present simulation experiments which apply local reconfiguration to a 
model of a small ATM network. The initial experiments indicate that the local 
reconfiguration algorithm performs well on the network model under investiga
tion. 
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mization; virtual path connection networks. 
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1. INTRODUCTION 
Virtual paths (VPs) and virtual path connections (VPCs) are impor

tant concepts in ATM networks. A VP recognizes the distinct identity 
of a traffic stream between two communicating nodes. A VPC consists 
of a series of concatenated VPs and specifies a route to be traversed by 
a set of virtual channel connections from an originating node through 
a number of intermediate nodes to a destination node. Bandwidth is 
logically assigned to a VPC by reserving a certain part of the transmis
sion capacity on each physical link for the exclusive use of the VPC. 
Using VPCs allows for faster setup of new connections along predefined 
routes and rapid movement of ATM cells with minimal processing at 
intermediate nodes. 

A logical network formed by VPCs is known as a virtual path con
nection network (VPCN). The VPCN plays a central role in dynamic 
network re-configuration (see [1] and the references therein) which has 
been proposed as a simple and robust resource management control to 
manage ATM networks to respond optimally to traffic variations where 
these variations occur on a time scale of the order of hours. The network 
management control measures the offered traffic and, should a signifi
cant and persistent traffic change be detected, the control computes and 
implements an optimal VPCN which maximizes network profit for the 
new traffics. The motivation is that a dynamic VPCN will be a better 
method to handle slowly varying traffics, while short term traffic varia
tions due to random mismatches between offered traffics and available 
bandwidth are best handled by alternative routing. 

However, an excessive use of alternative routing may overload the 
signalling network. It is desirable to limit the number of alternatively 
routed calls which might arise when the traffic pattern differs from the 
traffic pattern which was used to design the optimal VPCN. We propose 
to do this by local reconfiguration: if the proportion of rejected calls for 
a specific origin-destination (O-D) pair exceeds the GoS requirements, 
the capacity of the VPC corresponding to this O-D pair is adjusted. 

2. RECONFIGURATION ALGORITHMS 
Anerousis and Lazar [1] survey a number of algorithms for construct

ing VPCs in broadband networks. They provide a taxonomy for the algo
rithms, distinguishing the algorithms according to a number of criteria, 
among them whether they are synchronous or asynchronous, whether 
they are centralized or decentralized, the form of the cost function being 
optimized, and whether signalling costs are taken into account. 
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Synchronous algorithms update the capacity allocated to a VPC based 
on observed demand for call establishment. Asynchronous algorithms 
maintain a capacity allocation for a fixed time. Centralized algorithms 
are updated at one location and require the collection of up-to-date 
information from all network nodes, while decentralized algorithms are 
executed in every switch using only local information. 

Another criterion which can also be added is whether an algorithm 
is data-driven or data-free. A data-driven algorithm uses information 
about the statistics of the call arrival and service processes. A data-free 
algorithm does not use information about the processes which load the 
network: it uses information only about the network states which arise 
as a result of the traffic processes. 

3. GLOBAL RECONFIGURATION 
Consider a network which carries calls that belong to S service classes. 

Let bs denote the effective bandwidth of a call of class s where 1 ~ s ~ S. 
For each O-D pair (i,j) let Gij denote the capacity of the link i - j, Atj 
the Poisson arrival rate of class s calls and 1/ J.Lfj the mean holding time 
of class s calls offered to the 0-D pair (i, j). Gij is zero if the physical link 
i - j does not exist. Let ptj = Nijl J.Lfj denote the arrival intensity of calls 
of class s offered to the O-D pair (i, j). Let Ofj denote the rate at which a 
class s call offered to the O-D pair (i,j) generates revenue. The revenue 
rate does not depend on how the call is routed although this assumption 
can be relaxed if cross-connection costs are taken into account. The 
effective bandwidth bs of a call of class s is also independent of the call's 
route. 

Reconfiguration is performed by cross-connecting circuits using con
figurable switches in transit nodes to form logical direct links (VPCs) 
between all O-D pairs. A route is a sequence of physical links connect
ing an O-D pair. A route between an O-D pair (i,j) is active if circuits 
are reserved on each link of the route for the sole use of calls between i 
and j. Let nij denote the set of active routes between the O-D pair 
(i,j). We assume that the physical links are dimensioned to carry their 
own offered traffics so that for each O-D pair (i,j) connected by a phys
ical link, nij = {i - j}. We restrict ourselves to the design of service 
integrated VPCNs where each VPC carries all traffic classes. 

Let n = Uijnij denote the set of active routes. Let x = (XIX2 . .. XR) 

denote the transmission capacity assignments to all active routes in the 
network where Xr is the capacity of route rand R = Inl. The (logical) 
capacity of the VPC connecting the O-D pair (i,j) is given by Cij(x) = 
~rE'R.ij x r · Let Btj{x) denote the blocking probability experienced by 
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a class s calls on the VPC connecting the O-D pair (i,j). The VPCN 
design problem can be specified in terms of the following constrained 
non-linear optimization problem: Maximize 

F(x) = 2::: Bij Pij (l - Bij(x)) (1) 
ijs 

Subject to: 
L x T :::; Gij X T 2: o. 

TEA;) 

where Aij denotes the set of active routes that use the physical link i - j. 
Note that Aij includes the single-link route i - j. 

An obvious way to obtain a solution for the optimization problem 1 is 
to use constrained non-linear programming (NLP) methods. However, 
for networks of realistic size, the number of decision variables in the NLP 
and the computation time required to solve the NLP grow to an extent 
that this becomes impossible in practice. 

We have therefore developed an efficient deterministic algorithm named 
XFG [2] to solve the optimization problem 1. The XFG algorithm com
putes an optimal VPCN in a sequence of steps. At each step the algo
rithm either adds or removes capacity to or from a route r in R ij . The 
route r is chosen so that the increase or decrease of capacity on route r, 
which is done by seizing or releasing capacity from or to the links along 
route r, leads to the largest increase in the rate of earning revenue. The 
XFG algorithm terminates when no such route r can be found. Since 
at each step the XFG algorithm obtains the largest possible increase 
in revenue rate and does not take the long-term impacts of the capac
ity changes performed at each step into account, the XFG algorithm is 
a one-step greedy algorithm. According to the classification presented 
above, XFG is an asynchronous, centralized algorithm which maximizes 
the network revenue rate and does not take signalling costs into account. 

The main advantage of the XFG algorithm is its computational effi
ciency. For example the non-linear optimizer CFSQP [4] requires several 
hours to compute an optimal VPCN for the model of the NSF ATM 
backbone presented in section 6 The XFG algorithm solves the same 
model in a few seconds. Both execution times are for a Pentium II 400 
MHz machine. 

4. LOCAL RECONFIGURATION 

The XFG algorithm constructs a fully-meshed VPCN from a (possibly 
sparse) physical network. Since is is likely that the traffic profiles are 
continuously changing, the VPCN will not remain optimal forever. The 
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cost of installing an optimal VPCN design is a computationally expensive 
process for a large network. Global reconfiguration therefore cannot be 
performed each time the traffic offered to some 0-D pair can no longer 
be carried to the agreed GoS. 

We therefore distinguish between two VPCN design problems. A 
global re-design occurs when either the offered traffics or the physi
cal network change significantly. In this case both the composition and 
the capacities of the the optimal VPCs are recalculated. Traffic initi
ated global re-designs should occur relatively infrequently, perhaps every 
hour or so. A local re-design occurs in response to a slow though persis
tent change in the offered traffic intensities. New routes are not created: 
instead, the capacities of the existing routes are adjusted to afford bet
ter service to the changed traffic. Local re-designs may occur every few 
minutes. Finally, dynamic alternate routing (DAR) [3] is used to deal 
with the short time-scale random mismatches between offered traffic and 
VPC capacity. 

The effect of local reconfiguration is to make the VPCN act as an 
"intelligent entity" which can move logical capacity to where is it most 
needed: if a logical link notices that it is getting close to being over
loaded, then it augments its capacity by relocating capacity from "nearby" 
links. Such a strategy has several desirable features: (1) The strategy is 
local in nature. Each logical link (i,j) needs to know the offered traffic 
Pij and the current state of the physical links through which it passes. 
Each physical link needs to know the current state of the logical links 
which pass through it. An important consequence of this property is 
that the strategy is scalable: it works independently of the size of the 
network. (2) The strategy is dynamic in that it is able to respond to 
changes in traffic patterns. 

Local reconfiguration is performed at an O-D pair (i,j) in response 
to some trigger: for example a reconfiguration can be attempted if the 
blocking probability Btj for the O-D pair (i,j) violates an agreed GoS. 
Local reconfiguration will not be performed each time a call is blocked 
since this would give rise to an excessive signalling overhead. Such a call 
can either be queued, alternatively routed or lost. 

5. DATA-FREE LOCAL 
RECONFIGURATION 

The local reconfiguration process described above is data-driven in 
that it needs to know accurate values for the traffic arrival intensities. 
These may not be known for the following reasons: they are not mea
sured by the network management system; they are measured but, to 
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reduce overhead costs, they are measured infrequently; competing ser
vice providers operate separate logical networks on the same physical 
infra-structure - it is likely that the competitors will be denied access 
to each others traffic data. 

We first present an abuse of notation which facilitates the description 
of the data-free local reconfiguration algorithm. Consider the routes that 
use the physical link i - j. One of these routes is the single-link route t 
which carries the traffic offered to the 0-D pair (i, j). Let r c R denote 
the set of all single-link routes. Consider a multi-link route r. With an 
abuse of notation let t E r denote the single-link route t where Rij = {t} 
and {i - j} E r, t E rand r E R. 

The data-free local reconfiguration algorithm assumes the existence 
of a VPCN and that the following information is available: 

1. For each physical link i - j the algorithm knows: the set of routes 
Aij which use the link i - j, the allocated capacity Xr and the 
unused capacity Yr on each route r E Aij where Yr = Xr - Ls nrsbs 
where n rs is the number of class s calls in service on route rand 
bs is the effective bandwidth of a call of class s. 

2. For each O-D pair (i,j) not connected by a physical link the al
gorithm knows: the set of routes Rij which connect the O-D pair 
(i, j), the capacity Xr allocated to each route r E R ij , and the 
unused capacity Yt on each single-link route t E r. 

Let X ij = LrE'R.ij (xr - Ls nrsbs ) denote the free capacity of the VPC 
connecting the O-D pair (i,j). If the free capacity Xij falls below a 
threshold Dij then the local reconfiguration algorithm will attempt to 
add U units of capacity to Xij. There are two possibilities: 

1. The physical link i - j exists: Select one of the longest routes 
r E Aij with unused capacity Yr > U. Decrease the capacity Xr of 
the route r by U units. This will increase the capacity Xt of each 
single-link route t E r by U units. Since i - j E r, the free capacity 
X ij is increased by U units. 

2. The physical link i - j does not exist: Select one of the shortest 
routes r E Rij such that each single-link route t E r has unused 
capacity Yt > U. Increase the free capacity X ij by U units by 
increasing the capacity Xr of route r by U units. This will decrease 
the capacity Xt of each single-link route t E r by U units. 
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Houston 

Figure 1 The core NSF network 

6. RESULTS 

Consider the model [5] presented in figure 1 which is a fictitious repre
sentation of the core NSF ATM backbone consisting of eight nodes each 
connected by one bi-directionallink apart from nodes 3 and 4 and 7 and 
8 which are each connected by 2 links. The network carries 6 services: 
the bandwidth requirement of the 1st service is 1 unit and the band
width requirements of services 2 through 6 are 3, 4, 6, 24 and 40 units 
respectively. The transmission capacity of each link is 5624 units. The 
traffic intensity for service 3 is given in Table 1. For all other services, 
the values in Table 1 are multiplied by 0.5. The revenue earned by a 
carried call per unit of time is assumed to be independent of how the 
call is routed and is equal to the bandwidth of the call. 

We first perform a robust test of the local reconfiguration algorithm: 
we design a VPCN from the physical network using only local reconfig-

Table 1 Traffic intensity matrix 

nodes 1 2 3 4 5 6 7 8 

1 6 7 1 9 5 2 3 
2 7 24 3 31 15 6 9 
3 8 25 4 37 18 7 11 
4 1 3 3 4 7 1 1 
5 11 33 39 5 24 9 15 
6 5 14 16 2 21 4 6 
7 2 5 6 1 8 4 2 
8 3 8 10 1 12 6 2 
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uration. This is done by initializing the simulator with the capacities of 
the physical links rather than with the capacities of the VPCs. We also 
provide the simulator with the routes which compose the VPCs as cal
culated by XFG: no capacities are initially assigned to the routes. In the 
second test we start with the fully-meshed VPCN constructed by XFG 
and use local reconfiguration to deal with random mismatches between 
offered traffics and VPC capacities. In all the simulations the threshold 
parameter Dij is set to 12 and the reallocation unit U is set to 4. Each 
simulation run simulates 2 and a half million offered calls. 

Table 3 presents the capacities of the VPCs resulting from these 
two tests. The column labeled VPCN presents the optimal VPCN con
structed by XFG. Columns VPCNo and VPCN1 present the VPCNs 
constructed by applying the local reconfiguration algorithm to the phys
ical network and to the optimal VPCN respectively. Table 2 presents 
the network GoS for these two tests as well as for the optimal VPCN. 

Tables 2 and 3 show that though the construction of a VPCN from a 
physical network is not the primary function of local reconfiguration, the 
near-optimal (in terms of the revenue rate) VPCNo constructed in this 
way suggests the utility of the local reconfiguration method. Perhaps 
the local algorithm can be used in situations where there are insufficient 
data to use XFG. Although the revenue rate generated by VPCNo is 
near optimal, the routes and the capacities assigned to the routes in 
VPCNo differ from those in the optimal VPCN. However, many near 
optimal VPCNs may exist. 

The second test evaluates the local reconfiguration algorithm when 
it is used to deal with random mismatches between traffics and VPC 
capacities. Tables 2 and 3 show as expected (compare the columns 
labeled VPCN and VPCN d that the local reconfiguration algorithm 
makes small changes to the optimal VPCN and the revenue rate derived 
from VPCN1 remains close to the optimal value. 

Table 4 compares local reconfiguration and dynamic alternate rout
ing (DAR) when the traffic intensities to all O-D pairs in the network 
are increased by 20%. The DAR circuit reservation parameter is set 

Table 2 Global and local reconfiguration: network GoS 

VPCN VPCNo VPCN 1 

% blocking 1. 7 
% revenue lost 4.7 
revenue rate 21277 

2.6 
7.5 

20664 

1.6 
4.8 

21265 
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Table 3 Global and local reconfiguration: VPC capacities 

O-D VPCN VPCNo VPCN j O-D VPCN VPCNo VPCNj 

1,2 2130 3220 2242 3,4 2451 2892 2435 
1,3 808 844 860 3,5 3353 3228 3529 
1,4 148 184 120 3,6 2544 2064 2544 
1,5 793 1068 909 3,7 1282 880 1282 
1,6 567 556 591 3,8 1809 2620 1661 
1,7 263 280 258 4,5 439 296 467 
1,8 366 288 342 4,6 859 752 827 
2,3 2361 2176 2433 4,7 449 220 449 
2,4 366 344 350 4,8 444 264 444 
2,5 2599 2420 2303 5,6 2023 1844 2023 
2,6 1459 1380 1511 5,7 800 864 748 
2,7 616 704 604 5,8 1241 1528 1269 
2,8 903 1004 967 6,7 1296 3412 1252 

6,8 1226 800 1226 
7,8 3145 3904 3121 

to 4. The results labeled LOCAL show the effect of local reconfigura
tion; the results labeled NONE apply when local reconfiguration and 
alternative routing are disabled; the results labeled DAR apply when al
ternative routing is enabled and local reconfiguration is disabled. Alter
native routing and local reconfiguration achieve almost the same overall 
blocking and revenue rate. Local reconfiguration achieves a better GoS 
for low bandwidth calls and far fewer low bandwidth calls are lost. In 

Table 4 Local reconfiguration (LOCAL) versus dynamic alternate 
routing (DAR) 

service class s all 2 3 4 5 6 
bandwidth bs 3 4 6 24 40 

blocking NONE 4.47 0.09 0.45 0.67 1.21 9.46 18.70 
probability LOCAL 3.77 0.01 0.02 0.06 0.24 8.54 17.42 

DAR 3.60 0.08 0.25 0.35 0.65 8.40 19.63 

revenue NONE 23567 326 976 2596 1937 7108 10624 
rate LOCAL 23848 327 980 2612 1956 7180 10793 

DAR 23324 316 946 2521 1885 7023 10633 

attempts LOCAL 9933 4834 1589 2358 827 203 122 
DAR 66163 9906 9716 19757 9786 8939 8059 
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particular table 4 shows that for the model under evaluation, local re
configuration is attempted far fewer times that is alternative routing, 
with a corresponding reduction in signalling load. This is evident for 
the high bandwidth calls where alternative routing mostly fails. The 
revenue gain attributable to local reconfiguration is small. The rate of 
earning revenue for a class s call is proportional to the call's effective 
bandwidth requirement bs : the improved GoS offered to low bandwidth 
calls therefore does not earn much revenue but will earn subscriber ap
proval. 

7. CONCLUSION 
This paper is concerned with dynamic VPCN redesign as a resource 

management control in ATM networks where transmission capacity is 
reserved on the communication links in order to form dedicated logical 
paths for each origin-destination flow. We present a local reconfiguration 
algorithm designed to adapt an optimal VPCN to changes in the offered 
traffics. We present simulation results which indicate that, for the model 
under consideration, the local reconfiguration is robust, stable, and is 
capable of adapting the VPCN to reduce the call rejection count and 
thus limit the need for alternative routing. 
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