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PREFACE 

This report on cartographic generalization addresses the need for the National 
Ocean Service (NOS) to select a technical and operational solution to the problem 
of cartographic generalization within the scope of the Automated Nautical 
Charting System II. Cartographic generalization is a most complex issue at NOS 
because of our unique approach to digital nautical cartography. A thorough 
understanding of the issues in cartographic generalization, such as, feature 
selection, point simplification, feature aggregation, feature displacement, are 
essential for developing an optimal implementation strategy. 

The specific objective of this project is to develop a global conceptual model, 
while selecting and testing teclmiques that can potentially contribute to the 
operational solution. 

This report was prepared by PAR Government Systems Corporation, June 1987, fo= 
the NOAA Charting Research and Development Laboratory, Charting and Geodetic 
Services, NOS, NOAA, Rockville, Maryland 20852, under a NOAA Science and 
Technology Grant, NOAA Contract No. 40AANC700230. This report is reprinted in 
its entirety. 
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Automating Generalization: Fact or Fiction? 

"Generalization is difficult to define, explain or spccif y in writing, or to rcsU'ict to bounds 
and limits." (A.M. Floyd) 

"Only he who is master over the matter and can perf onn with his hands what his mind 
wishes, is able to generalise well." (E. von Sydow) 

'The problems involved in practical generalization are so varied that it is vinually 
impossible to derive rules to cover all eventualities." (G.A. Montagano) 

" ... generalization depends on personal and subjective feelings," and therefore is "pan of 
the 'an' that enters into the map making process." (M. Ecken) 

"To a ccnain extent. generalization may be compared to the work of an artist." 
(A.J. Pannekoek) 

" ... the design factor in generalisation. can clearly be based only on the cartographer's very 
personal, and therefore inherently biased, beliefs." (D.W. Rhind) 

" ... a largely undefined process and followed more or less the warm feeling of individual 
subjective intuition." (J. Neumann) 

" .. .it can be seen that good generalization is, at least. a function of purpose plus objective 
evaluation ... Since these arc human factors, requiring intelligence and judgement, 
generaliz.ation is likely to remain outside the realm of electronic instrumentation." 

(D.E. Long) 

"One of the difficulties ... in an attempt to automate ... is a consequence of the ambiguous, 
creative nature of the process which lacks definitive rules, guidelines, or systemization." 

(D.M. Brophy) 

" ... the automated generalization procedures should not necessarily be modeled on manual 
procedures." (G.E. Langren) 

"Generalization algorithms exist at present, but more sophistication is needed." 
(D.R. Caldwell) 
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1.0 INTRODUCTION 

This document is the Fmal Technical Repon representing a summary of the research 

performed for the Cartographic Generalization (CARTOGEN) study conducted by PAR 

Government Systems Corporation (PGSC). This repon has been prepared for the National 
Ocean Service's (NOS) Charting and Geodetic Services (C&GS). This introductory section 
will present a background to the problems addressed by the study, acquaint the reader to 

the CARTOGEN effon, and will briefly discuss the organization of the repon. 

1.1 Background 

To provide a basis for discussing the development of a cligit~l canographic data 
generalization capability, we must first understand the trends toward the future which are 
prevalent throughout the Mapping, Chaning, and Geodesy (MC&G) community. The 

transition towards large cligital canographic data bases to satisfy needs for multi-product 
exploitation, product flexibility, timely responsiveness to user demands, and lower 

production costs is a phenomenon familiar to all suppliers of cartographic information. 
Advances in processing techniques have great potential for benefits to be gained by all 
members of the MC&G community. Nowhere are these benefits more obvious than in the 
exploitation of digital cartographic data to suppon the production of nautical and 

bathymetric charts and related products. 

The Nautical Charting Division (NCO) of the Office of Charting and Geodetic 

Services (C&GS) within the National Ocean Service (NOS) has the mission of provicling 
nautical charts, marine related publications, and information required for safe and efficient 

transit of the Nation's coastal waters and inland waterways. NOS marine products also 
directly suppon development of offshore resources and defense of the Nation's coastal 

areas. NOS developed and implemented an automated chan production system in 1978 that 
partially suppons various production requirements of nautical canography. Although this 
computer assistance has enabled NOS to eliminate cenain repetitive tasks, more critical 
activities associated with the nautical chan production process have not benefited with 
current automated technology. For example, document assessment, data evaluation, and 

response to demands for new products still arc manual production effons. 

The production programs of the National Ocean Service arc, however, currently in 

a state of D"ansidon to all-digital, softcopy production capabilities.I This transition includes 
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the establishment of uniform procedures relating to the collection, screening, evaluation, 

editing, symbolization, retrieval, and exchange of cligital source and production data. The 
NOAA Chaning R&D Laboratory intends to procure an integrated system to include: 
computer hardware, commercially available software, custom software, and design and 
developmental suppon for system integration to facilitate the implementation of the 
Automated Nautical Charting System II (ANCS Il).2·It is the goal of the ANCS D 
acquisition to provide a comprehensive computer system which can effectively and 
efficiently maintain a data management subsystem of approximately 50 million extensively 
ataibuted canographic features as well as a chart production system of up to 3CXX> nautical 
chan panels which can be expressed in published graphic or cligital form, and interactively 

display and provide full editing capability for both subsystems. There are six general 

categories of documents received by NOS for evaluation and application to the Marine 

Information Data Base (MIDB) and used as input to the ANCS ll. These include: (1) 

letters; (2) blueprints; (3) Notice to Mariners; (4) Hydrographic Surveys; (5) Topographic 

Surveys; and (6) USGS Quads. About 16,000 documents arc received each year, with ari 
2verage of 7 ,200 documents per year applied to the MIDB. from which about 2.2 million 
~catures arc selected. The amount of f eaturcs selected from a document will vary greatly 
depending on the documenl Given the number and size of documents to provide sufficient 
coverage for a production requirement, the size of this data base can be enormous. 

In order for NOS to optimally exploit the digital canographic data in the ANCS n 
production environment, the physical and memory size requirements of the digital 
information must be reduced and, concomitantly, exploited to the fullest extent. Current 
advances in digital storage technology (such as optical disk storage) allow large quantities 
of cligital information to be collected and stored in limited physical environments. Even so, 
the large-area production requirements, and variety and types of information collected in 
digital form, cannot be stored in even the highest-technology storage media without 

resorting to some form of data compression, data elimination, or data reduction. Even if it 
could be, the NOS currently produces a variety of types, scales, and formats of products 
from the same data. As such, the cartographic information must be generalized to satisfy 
both the storage and scale constraints imposed by production requirements. 

The overall problem of cartographic generalization as it relates U> this repon and the 
the ANCS D covers the entire range of the generalization process. This includes: (1) scale 
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change; and (2) feature generalization-including selection, simplification, conversion, 

refinement, smoothing, and compaction. The effective use of a digital canographic data 

base supporting multi-product exploitation does present some technical challenges. By their 

very n~ture, canographic data bases tend to be large for any coverage area of practical use. 

To be useful, the data must be of sufficiently high resolution; that is, the data must include 

all of the earth features (natural and man-made) of interest to a level of detail that will pennit 

accurate navigation, landmark recognition, and production of varied product types. 

Memory size limitations within mass storage devices, along with the need to decrease 

overall processing costs, requires that the overall canographic data volume is reduced to 

suppon the production environment. 

1.2 An Overview of the Canographic Generalization Study 

The objective of this study was to provide an analysis of the canographic reduction 

problem as it penains to current and planned chan production systems at NOS. Approaches . 
designed to yield high proportion data reduction for vector data were investigated. 
Implementation of these algorithms in a production scenario will allow for the 

generalization of the required canographic data bases. A creative and well-engineered 
approach to this problem will provide a exciting exploitation of the MC&G data base. A 
project overview is presented below: 

Task 1. Requirements Identification-comprised of a shon-term analysis 
concentrating on reviewing current NOS's principles and practices, product 
specifications, and plans for the Automated Nautical Chaning System Il (ANCS 
II). The specific scale-change processes and other applications of generalization 
were reviewed. 

Task 2. Cartographic Generalization R&D Review-concentrated on 
surveying the techniques, methods, standards, and requirements for canographic 
generalization algorithms. This assessment served to: 1) categorize requirements for 
generalization; 2) determine the implicit and explicit relationships between the 
algorithms; and 3) evaluate the algorithms in terms of approach, operational issues, 
input/output, and strengths/weaknesses. 

Task 3. Solution -Identification-concentrated on identifying a global 
conceptual solution to the generalization problem. 

Taslc 4. Test/Demonstration or Contributing Techniques-concentrated 
on developing an algorithm performance system which operates on limited data sets 
to examine specific generalization techniques. 
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An illustration of the CARTOOEN Project Model is presented below. 

NOS Principles and Practices 
NOS Products and Specs 
ANCS D Requirements 

Task 1 
ID Rcq'ts 

Existing Software 
Emling Algorithms 
&isling Techniques 

Task2 
RcviewR&D 

Scale-change Process Req'ts 
Generaliwion Process Req'ts 

Genenliz.ation Tectmiques 

Task3 
JD Solution 

...._ _____ _.Final Report .,. _____ __ 

Task4 
Demo&Test 

Analyud Algcridun Perfmmance 

To accomplish these tasks the PGSC project team performed a comprehensive 

literature search examining the application of canographic data generalization in disciplines 

such as cartography, image and picture processing, computer science, geology, electrical 
engineering, and computer vision. Secondly, discussions were held with the research 
component of NOAA's Charting R&D Laboratory. And, finally, PGSC drew upon its 
superb staff to conduct the program. 

1.3 Organization of this Report 

This repon is organized into four (4) sections and two (2) appendices. The repon 
proceeds from the general to the specific. In addition to this introduction, the material 
contained in each of the sections is highlighte.d as follows: 
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Section 2, Overview or Cartographic Generalization, outlines the 
panicularly salient aspects of the generalization processes, including both scale­
change and feature generalization process requirements and their impacts upon the 
current and planned cartographic production environment. A mo.del for an 
automated generalization procedure is presented. This section also describes many 
of the cartographic generalization techniques which were discovered through our 
survey effon. This discussion proceeds in a top-down fashion by describing major 
coding techniques (selection, simplification, compaction, etc.) and then outlining 
appropriate examples. 

Section 3, NOS Generalization Requirements, outlines some particularly 
salient aspects of the generalization processes at NOS, including both scale-change 
and generalization process requirements and their impacts upon the current and 
planned cartographic production environmenl 

Section 4, Summary, Conclusions, and Recommendations, synopsizes the 
repon and describes what factors should be addressed when expanding this work 
towards a production capability. 

Appendix A, Bibliography, provides a comprehensive set of references for 
cartographic generalization; these sources were used in the preparation of this 
rcpon. 

Appendix B, Software Overview, provides a comprehensive review of the 
software test environment that was developed under this cffon. 

1.4 Project References 

References used throughout the preparation of this repon arc cited in the appropriate 

discussions of the individual generalization techniques (procedures) as well as 

accompanying individual algorithms. The sources listed in Appendix A were used as 

general references throughout the preparation of this rcpon. This list is meant to illustrate to 

the reader the type and variation of sources used to compile the enclosed information; this 

information providing a solid foundation upon which the recommendations were made. 

1.5 Terms and Abbreviations 

Terms and abbreviations used throughout the preparation ·of this rcpon arc defined 

below. 

CAR TOO EN Canographic Generalization project 
CG&S Office of Charting and Geodetic Services of NOS 
DBMS Data Base Management System 
MIDB Marine Information Data Base 
NOAA National Oceanic and Atmospheric Administration 
NOS National Ocean Service of NOAA 

CM.'IO(j'E.'J{. ~pm Canoaraplsi.& (jen.erali.z.ot:ion JlJpcm 
~parul 6y 'PAA. yowmment .Sysum Corporation 'POJJt 5 



NCD Nautical Charting Division of the CG&S 
MC&G Mapping, Chaning, and Geodetic Data 
PGSC PAR Government Systems Coiporation 

1.6 Endnotes 

lShea, K. Stuan (1987a). 
2Dcparunent of Commerce (1986). 
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2.0 OVERVIEW OF CARTOGRAPHIC GENERALIZATION 

The following discussion penains to canographic generalization. More specifically, 

the generalir.ation of vector-based Mapping, Chaning, and Geodesy (MC&G) data will be 

examined. 

2.1 Introduction to Cartographic Generalization 

All charts arc reductions or some part of the environment. It would be impractical, 

if not impossible, to ponray the entire Earth at a 1: 1 scale. The reduction of the 

environment to a more comprehensible scale concomitantly yields a variety of undesirable 

consequences. These include: (l) a decrease in the distances separating features on the 

chart; (2) a loss of visual clarity due to overcrowding; and (3) a shift of visual imponance 

from the specific to the general.I In order to depict the important aspects of the Earth's 

surface at a more reasonable scale, features must be reduced in size and some detail of 

features must be omitted. Also, entire features might have to be eliminated, enlarged, 

combined, and/or displaced to fit within the graphic constraints of a typical chart. To this 

end, the canographer must apply a series of manipulations to the chart data in order to 

depict the important information at the reduced chan scale. These manipulations of the chan 

data are commonly referenced under the collective topic or Cartographic 

Generalization. The generalization processes are imponant to both manual and digital 

cartography. 

The establishment or rigid guidelines for generalization has heretofore been a 

cartographic enigma. This has been evident for a number of years in manual canography, 

and is characteristically shown by the inability of cartographers to merely define a 

ubiquitous definition of generalization. Regardless of the apparent disparity in the definition 

of the term, canographic generalization will be defined here as the selection and simplified 

representation of detail appropriate to the scale and/or purpose of the chan.2 

2.1.1 The Generalization Process 

Before a canographer can begin the data modifications required by the 

generalization process, information must fU'St be selected for pomayal; the inf onnation 

being consistent with the purpose of the chart. Generalir.ation, therefore, can be seen to 

operate in two stages: (1) selecrion of the data to be portrayed; and (2) generalization of this 
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data with regard to the scale and format of the final product. Thus, selection is a necessary 
pre-processing step to generalization. 

Selection of information is merely a dichotomous query; either the information is 

required or it is not. No modification of the information is required in the selection stage, 

and can thus be done without regard for chan format or scale. Selection, then, can be 

thought of as a sifting process; one which segregates out the information required for a 

panicular product or to suppon a particular production requirement. For example, a digital 

MC&G data base might contain cartographic information to suppon the production of a 
variety of products, with data resolution possibly equaling the largest scale product in the 
data base, and data available for many geographic areas, not all of which may be rea.uired 
for a particular job. A sifting function can determine whether to include or exclude chan 
information for a particular product or group of products, with a specific geographic area in 

mind. 

Subsequent to the selection process, the generalization of each set of data that 

constitutes die selected information can then be accomplished. These manipulations arc 

commonly combined into four catcgories:3 

Simplification: The determination of the imponant characteristics of the data, the 
retention and possible exaggeration of these important characteristics, and the 
elimination of unwanted detail. 

Classification: The ordering or scaling and grouping of data. 

Symbolization: The graphic coding of the scaled and/or grouped essential 
characteristics, comparative significances, and relative positions. 

Induction: The application in canography of the logical process of inference. 

Selection, along with the above four processes together combine to form the 

"Generalization Process." 

2.1.2 Automating the Generalization Process 

Manual generalization of chan features often collectively includes the separate 
processes of selection and simplification all under the label of canographic license. In a 
mere sweep of a pen, a canographer will select a feature to be represented on his chan and 
draft his "generalized representation" of the feature. The cartographer's generalized 
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representation will inherently retain those characteristics that he deemed necessary to 

delineate the feature with or without optionally exaggerating those characteristics, while 
also deleting the characteristics of the feature not ·required for his intent and pwposes. 

The not-s~recent trend in canography to a computer-assisted environment must 

address the same topics of chan generalization, yet each must be treated independently; this 

independence necessitated by the fmite logic of a computer. The computer has made 

canography faster, more consistent. and more accurate for many canographic endeavors 

(such as projection cransf ormations), yet computer-assisted chart generalization has lagged 
far behind. 

Research in automating the generalization methods for canographic data has yielded · 

a plethora of papers. theories, and computer algorithms, emanating from such disciplines 
as Geography, Computer Science. Mathematics. and Engineering. Some of these 
algorithms. however, have been designed with little or no canographic basis, with 
canographers neglecting to apply logical cartographic principles. For example, many "line 
simplification algorithms are frequently developed with little understanding of the quality of 
their output. "4 

An obvious question is then: how is the concept of canographic generalization 
instituted into computer-assisted canographic practice?S This question must obviously be 

based within the framework of whether generalization in the digital domain will be fully 
automated, semi-automated, or highly interactive. If we view the generalization process as 
it truly is-subjective, interactive, undocumented. idiosyncratic, and, yet still, holistic in its 
perception and execution-then we have run head-first into an undermable problem. In 
tum, this means an unsolvable one. As such, the notion of completely replacing the human 
cartographer in the generalization process is a goal doomed to failure. The limits of existing 
computing technology cannot perceive the chart as a whole as docs the man and, 
therefore, cannot assess the impact of the generalization of one feature on another feature. 

If, however, we merely aim to aid the canographer in the generalization process, 
we are addressing a much more realistic and achievable goal. Our cffons, then, should be 

directed in that path; that is. on a path towards providing the cartographer with intelligent 
tools, rather than trying to emulate his intuitive chart-making knowledge. This docs not 
mean, however, that the generalization process needs to be entirely interactive; instead, a 
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semi-automated approach seems both reasonable and within the grasp or current design 
sophistication and computing cap~bilitics. Many generalization problem areas can be 
addressed tbday ·in a fully- or, at worst, semi-automated modes of operation. Linc 

simplification routines, for example, arc nearing an overall level or maturation and 
understanding that we can begin to apply the techniques with some assurance or success. 

Other meas, such as the refinement of disjoint line clusters to suppon scale reduction may, 

indeed, be many years away from having practical algorithms developed. 

In lhe following pages, we will be discussing lhe generalization process in the 
context of Simplification, Combination, Refinement, Conversion, Displacement, 
Smoothing, and Compaction of MC&G data.6,7 Two types of operations can be identified 
in the Simplification of data stored as vector coordinate strings.I They arc: (1) Poi.nt 

Simplification and (2) Feature Simplification. Point simplification operates on the principle 
or coordinate removal, replacement, or reposition to provide a vector coordinate string 

which represents the location of the original line. Feature simplification, on the other hand, 

is similar to a sifting process where entire features are omitted since their inclusion is not 

essential to retain the overall message and characteristics of the chart. Combination 

techniques will be reviewed as lhey relate IO combining like features into new, yet similar 
features: for instance, the combination of two small lakes into a larger lake would fall 
within this category. Feature Refinement procedures will be reviewed as they relate to 
selecting a representative subset of features to depict at the reduced scale of the product. As 
an example, this would include the selection of a subset of piers on a coastline to depict the 
overall navigational characteristics of the tegion being mapped. Feature type Conversion 
deals with the modification of the geometric attributes of a feature to represent it in a new 
form at the reduced scale. An example here would be the collapse of an BJCal feature to a 
linear feature representation. Displacanent, or conflict resolution. techniques are used to 

counteract the problems that arise in feature conflict detection. The interest here lies in the 
ability to off set feature locations to allow for the application of symbology. Smoothing 
operators would be applied to features to create a more aesthetically pleasing product 
without violating the spatial accuracy. And, finally, data Compaction will be reviewed as it 
applies to post-processing the vector feature data to reduce the digital storage 
requirements. 9 
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2.2 An Automated Generalization Model 

In order to replace some ponion of the human generalization process with 

computer-assisted algorithmic assessment, we must first understand the generalization 

process in an automated sense. Once we have modeled this process as rules or guidelines to 

follow, we can begin to understand where and how computers can provide processing 

assistance to the nautical canographer. One significant problem that canographers have 

encountered over the past two and one-half decades involves the development of objective 

rules for automat~ generalization. nus results from a very simple fact: cartographers have 

never-and perhaps will never-developed objective rules for the generalization of data in 

manual mode. The problem of such subjectivity is well-documented in the literature and is 

discussed at length in a recent publication.JO In order to develop such objective rules, most 

probably decades of research into the cognitive aspects of generalization would be 

necessary. It might be possible, however, to, in part, bypass such detailed cognitive 

understanding with the development of comprehensive models of generalization. 

Ultimately, this would allow cartographers to bypass such studies and perhaps develop 

new control structures based entirely on digital methods. Before such an endeavor is made, 

a clearer understanding of the rules of generaliz.ation is required. 

McMaster and Shea have postulated that the primary goaJ of gencraliz.ation may be 

stated as follows, "To maintain clarity with appropriate content af a given scale 

for a chosen map purpose and intended audience." 11 This, of course, requires 

some elaboration. 

By Clari~y, it is meant that the legibility or readability of the chan is maintained. It 

is not possible, under any circumstances, to reduce a chart scale and yet maintain the 

original level of detail. We can maintain such clarity by manipulating the mapped image 

using a variety of operators-omission, simplification, displacement, agglomeration, 

aggregation, collapse, conversion, and smoothing-that we ultimately wish to conven to 

computer algorithms. 

The amount of detail retained after generalization is obviously. a direct function of a 

change to a Given Scale. Unfonunately, at this time we still do not know the 

mathematical relationships between features retained and scale change. The extent to which 

details can be retained might be specified with formulas similar to the uniform density law 
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derived from TC>pfer and Pillewizer to relate the number of features DJ on a chan at scale 

MJ to be retained from a source chan at scale Ma having na features.12 Yet their formula 

n I = nav MJM I does not directly address local feature density, which relates more dire.ctly 

to ch an clutter than does the aggregate number of features. Although this introduces the 

problem of feature density, it assumes that featw-c types· do not change as a result of the 

scale change operati~n.13 Canographers know this to be untrue. In addition to the need to 

decrease the absolute numbers and/or density of features at a reduced scale, many of the 

representati~~s off eatures may alter due to the scale reduction. Area features will collapse 

to lines and points, lines collapse to points, multiple point features aggregate to areas, 

multiple area features agglomerate into new areas, and linear and point disttibutions are 

refined to depict representative patterns. Features need to be displaced and/or exaggerated 

to successfully communicate the intended message within the graphic constraints of the 

ch an. 

A chan has a Chosen Purpose and Intended Audience, which is fundamental 

to the design. Starting with an initial digital data base at a given scale, the cartographer may 

wish to reduce the scale of the product. However, one intended audience may have an 

application for the product which is entirely different than that of another audience. The 

generalization of most features for these two intended purposes would be accomplished 

with entirely diff crcnt goals in mind. 

In an automated environment, the generalization process must be guided by three 

thoughts: (1) Wby we generalize; (2) Wben we generalize; and (3) How we generalize. 

GENERALIZATION 

I 

Objectives of Situation for Procedures of 
Generalization Generalization Generalization 

(Why?) (When?) (Ho"·?) 

The illustration above provides such a model based within the context of generalization 
requirements, general canographic principles and practices in manual production, and 
knowledge of existing research and development in the automared carlOgraphy discipline. 

Cort.Dfirapfii& (jcn1raliz.11.Ulm f(lport CA!l{.'TOq'E.!Jl 'Proaram 
!Pqgt 12 'lripant 6g ~Jtlt (jownuncnt Sysum Corporation 



The following discussions will elaborate on each of the three areas:· Why. '\\'hen, and 

How. 

2.2.1 Objectives of Generalization (Why to Generalize) 

In order to fulfill the requirements of the primary goal of generalization stated 

above, cartographers must carefully consider a series of objectives subsumed within this 

major goal. These Objectives or Generalization can be thought or as '\\'hy \\'C 

generalize. 

ec1ashu:I Qblr:S:ll!:U 
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The Objectives or 

Generalization can be viewed from 

three vantage points as illustrated in the 

figure on the left. These objectives can be 

based upon: (1) very specific 

requirements of the product, or group of 

products, being developed; (2) general 

canographic principles (that is, the 

intuitive or philosophical objectives of 

cartography); and (3) governed by the 

requirements levied by existing 

computing technology. 

2.2.1.1 Product Obiectives 

From a product perspective, a 

cartographer generalizes to meet the 

specific requirements or a product or 

group or products. To a~complish that 

goal, three objectives of each product, as 

illustrated to the right, should be sought 

towards this purpose. 

Product Objectives 

Clarity 
Scale 
Map Purpose and Intended Audience 

A somewhat obvious, yet often overlooked. objective of generalization is to satisfy 

the specific requirements of the product(s) being produced. Canographic feature data to be 

exploited by the processes required for the generation of products is organized in MC&G 
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data bases. The structure of these data bases are commonly designed to maintain both 

feature attributes as well as the topological relationships between the features. This design 

ensures that feature relationships may be efficiently ascertained and still available for 

multiple-product generation. MC&G data bases contain a wealth of information for many 

products and for many geographic areas. Since many products do not require the complete 

set of this stored information, methods to ignore unneeded data for a particular product arc 

necessary. This process of culling the data is referred to as data segregation, or, simply, 

sifting. 

A data base of MC&G information can contain canographic data to suppon a 

variety of products wherein· the resolution of the data may vary from geographic area to 

area. Let's look at a typical example of generalization as it applies to nautical chan 
products. NOS' Nautical Charting Division (NCO) is primarily a manual production 

environment This environment is currently in a state of ttansition to an all-digital mode of 

operation and will include the establishment of uniform procedures relating to the 

collection, screening, evaluation, editing, symboliz:ation, retrieval, and exchange of digital 

source and production data.14 As pan of this transition, the NCO has considered 

maintaining a single digital MC&G data base to suppon all nautical chart and marine related 

publications requirements. As a result. data for a specific geographic region-for example, 

Flushing, Long Island, New York-may be collected for, and suppon, many scales of a 

particular nautical product as illustrated by the chart below: 

East River-Tallman Island to ueensboro ridge 
L.I. Snd and E. River -Hempstead Harbor to Tallman Island 
L.I. Snd-N. Haven Hbr. Ent. & Pt. Jefferson to Throgs Neck 

1: 1 ' 
1:20,000 
1:40,000 

L.I. Snd.-Westcm Part 1:80,000 
Approaches to NY, Nantucket Shoals to Five Fathom Bank 
West Quoddy Head to NY 
Ca e Sable to Ca e Hatteras 

1:400,000 
1:675,000 

1: 1,200.000 

Although each product listed above is a nautical chan, scale dictates the specific information 
required to suppon individual requirements of the harbor and coastal classifications of 
each. On the other hand, this same data base might contain information to suppon the 

production of a completely diff crent class of products such as: 
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hart# cale 
#76 1:100,000 
NK 18-12 ettic Chan 1:250,000 

Herc, not only is the nautical cartographer concerned with the selection of the information 

required for a given product scale, he also must be cognizant of the variety of products the 

data base will be used to prepare; that is, a knowledge of the product purpose. 

During the generation of a product from a digital MC&G data base, pan of the 
compilation process involves designating the products to be produced and the geographic 
area of the world covered by those products. In its most elementary form, computer­

assisted fe~ture selection depends upon feature codes that incorporate a ranking of fcatur~s 

providing priorities so that a sufficient number of less imponant, or non-required, types of 

features can be suppressed to avoid cluttering the chan. A list of features must, then, be 
reaieved to suppon the generation of those products. 

Let's look at an example. A unique NOS production requirement states that four 
products be prepared by the production staff. The four products to be derived for a given 

geographic area arc a large-scale Harbor Chan, a smaller-scale Coast Chan, an even 
smaller-scale Sailing Chan, and a large-scale Topographic/Bathymctric Chan. When 
comparing these products individually, one fact is readily apparent: not all features for one 

product arc needed in the other product. Furthermore, features stored in the MC&G data 

base might have feature codes which are entirely different from the individual product 
feature codes. These data base codes may be related to product codes by an association file. 
Using an association me, sifting may be accomplished by creating a catalog of required 

features that satisfy the area requirements and match the required product feature codes. 
The catalog consists of the feature ID number of the features that arc candidates for at least 
one of the products based on area and feature codes. If the required f eaturc catalog is to be 

used, then the full MC&G data base must be available to suppon feature retrievals. 

Obviously, this is expensive in terms of data storage requirements and data retrieval times. 
An alternative is to use this catalog to specify the features to populate a subset data base for 
a particular production requirement. Since this subset data base is smaller, storage and 
retrieval time requirements will correspondingly decrease. 

The operation of creating a subset may be implemented by either reducing a ~PY of 
the full MC&G data base or by building the subset data base from a null data base. In the 
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first implementation, unwanted features arc deleted from the copy of the MC&G central 
data base. In lhe second implementation, required features arc added to the initially empty 

subset data base. In either implementation, basic operations to add, delete, modify, merge, 

and breakup features (point, line and area) and topology (node, edge and face) are 

necessary. These basic operations arc available in most ~ata Base Management Systems 

(DBMSs) and are required to maintain the MC&G data base. Intrinsic to the basic 

operations is the validation of the MC&G data base. This software should guarantee that 

the structure of the MC&G data base is self-consistent after each operation. · 

A second product-specific objective arises when the data have been segregated out 

for a particular product but must now undergo a scale reduction. Here, many products 

· differ in their "rules" of generalization. Take, for example, two products, both at a 

1 :50,000-scale, b.n differing in their purpose and intended audience-a topographic 

product and a bathymetric product. Each of these may contain common features located 

near the shoreline; an example here could be the depiction of gas wells. If the scale is 

reduced to 1:250,000, the resultant generalizations of the gas well features can be quite 

different. In one instance, they may be aggregated and re-represented as an area feature 

with a label of "numerous gas wells." Alternatively, these wells may be dropped entirely 

from the other product at the reduced scale. Even though both products require the same 
features, their handling of scale change, and its influence on generalization, arc quite 
dissimilar. 

Although both processes may be intuitively obvious, they are nonetheless important 
steps in the generalization of canopphic information. The necessity for this ~ata 
segregation process is reduced substantially if multiple, product-specific digital 
canographic data bases arc maintained. For instance, maintaining separate data bases for 
General, Sailing, Coastal, Harbor, International, Small Craft, Canoe, Recreation, and 

Special Nautical Chans, along with others to suppon Coastal Topographic/Bathymetric, 
Outer Continental Shelf, and Smaller-scale regional Bathymetric Charts, will allow quicker 
and easier sifting processes based merely upon geographic areas, without the added 

1a1uircment for determining product type and purpose. Unfonunately, this also requires the 
duplication of many features and their corresponding attributes between like products and 
scales. The storage overhead required for these multiple data bases may then outweigh the 
benefits. The ability to suppon scale chang~ ndical generalization-within a single 
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product must consider those goals, or specific requirements, of the particular producL And, 

also handle any impacts of this scale reduction on the processes selected for accomplishing 

the generalization. 

2.2.1.2 Phi1osQphica1 or Theoretical Objectives 

From a philosop.hical or 

theoretical perspective, a canographer 

generalizes to counteract the undesirable 

consequences of scale reduction. To 

accomplish that goal, six objectives 

should be sought towards this purpose.15 

These objectives, as illustrated to the 

right. are discussed below. 

Philosophical Objectives 

Reducing CampJexiry 
Retaining Spatial Accuracy 
Relaining Statistical Accuracy 
Mairuaining Aesthetic Quality 
Maintaining a Logical Hierarchy 
Cmsisu:mly Applying Generalization Rules 

Reducing Complexity. For this purpose, complexity will be defined as the 
number and variety of phenomenon per unit area. Such complexity results, of 
course, as the scale is reduced and features become crampe.d together. This perhaps 
is the uickiesi problem in all of generalization, for it requires that many of the 
operators discussed previously be applied to the problem either iteratively or . 
simultaneously. This may be demonstrated with a simple example using the 
Thousand Island region of upper New York State. 

As the name implies, between the U.S. and Canadian shoreline exists thousands of 

islands varying in size, imponance, and many other geomorphic and political factors. 

Along the shoreline arc numerous villages arid cities also varying in size. Threaded through 

these islands is a critical shipping channel. Crossing the St. Lawrence River are numerous 

bridges. Imagine now taking a digital representation of this area collcctcd/ponrayed at a 

nominal scale of 1:25,000 and reducing the data to a 1:250,000-scale representation. Many 

of the islands now collapse together-they must be either agglomerated, omitted. or 

displaced. Other islands have now collided with the shipping channel and must be omitted 

or displaced. The river shoreline must be simplified at the reduced scale, yet the shipping 

channel must retain most of its geometric-planimetrio-fidelity. Where bridges exist, 

however. the shoreline may not be moved through simplification. Additionally, at this 

reduced scale, most f eaturc boundaries will have to be smoothed in order to eliminate the 

sharp angularity imposed by digitization. Some bridges may need to be deleted. The 

lransponation networks associated with these bridge locations will need to be altered. 
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Geographic landmarks that serve as aids to navigation need to be maintained, but this 
must keep in mind the size, type, and/or location of the landmarks' associated features. 

This, of course, describes only a few of the spatial decisions which either the 

nautical canographer, or in a digital mode, the algorithm, ~ould have to make in producing 

a "generalized" ~ban. The decisions as to the order in which the operators are applied is just 

as crucial as the selection of the operators and algorithms themselves. Significantly varying 

generalized versions of the original chan will be obtained through diff crent ordering of the 

operators. Researchers are, unfortunately, many years away from determining either the 

COITect-let alone the optimum-ordering of such operators or the parameters to use. The 

concept of complexity, then, and the methods that are necessary in order to reduce 

complexity and yet fulfill the other goals of generalization, is the single most ambiguous 

area of generalization. Ccnainly, though, one fact is clear: without substantial 

psychological and cognitive testing, decisions regarding these issues will be difficult. 

Retaining Spatial Accuracy. The goal of retaining spatial accuracy is much 
more clear and measurable than the previous goal. Spatial accuracy can be directly 
related to displacement between the original and generalized features. Herc, 
displacement ref crs to the planimetric diff crence and is measured with yector or 
mil displacement measures. These arc well documented in the literature. Research 
goals for canographcrs over the next few years should include lhe evaluation of 
algorithms based on their displacement quality. ' 

Retaining Statistical Accuracy. The retention of spatial accuracy deals with 
what might be called geographical data-the points, lines, and areas that build the 
data base. One must also consider the accompanying statistical or attribute data 
associated with these spatial data. This goal is, for the most pan, purely 
mathematical in nature and involves both statistical analysis and classification. It is 
also a more major concern with thematic mapping that with general or topographic 
mapping. The overall objective here is to minimize the alteration of statistical 
attribution of the features. 

Maintaining Aesthetic Quality. The aesthetic quality of a chart-manual or 
digital-depends upon a multitude of factors, including the figure-ground 
relationships, overall balance, and layout. Design is a highly subjective and 
ultimately biased process that canographers are just beginning to understand. 
Although specific rules for good design are impossible to formulate, general 
guidelines arc now being proposed. It must be ~ognized, however, that imposing 
absoluce precepts upon canographic design is synonymous with asking Picaso for 
rules tO be used in painting. As is commonly stated in cartography; the art must be 
retained. Those involved in digital methods who feel that ultimately the entire 
process can be automated arc doomed to failure. There are many exciting 
possibilities, however, for pcatly improving the design of digital products. Some 
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or these include: the proper implementation or smoothing algorithms and the 
antialiasing of raster images. 

One excellent example of maintaining the aesthetic quality of the chan is related to 
the reduction of scale such that the size and extent of features is beyond the 'Yisu~ acuity of 
the eye. The reduction of objects in the chart space cannot be _indefinite and must terminate 

at the limits of acuity of the human eye. Studies have shown that this relates to 

approximately 0.02mm at a distance of 30cm from the eye; any features smaller than 

0.2mm cannot usually be distinguished. It is, however, not realistic to reduce the objects 

on the chan to the barely perceptible because visual imponance is diminished, and the 

effects of lighting and printing methods on the communicative efficiency of the products 

can be impaired. Scale reduction, that is, generalization, must weigh the relationship 

between what is/not shown with the overall complexity of the resulting product. 

Maintaining a Logical Hierarchy. This may be considered a subset of the 
above goal. A clear mapped image must contain an ordering of the mapped features. 
Large cities must be more prominent that smaller cities; interstate highways more 
prominent than country roads. This seems relatively suaightf orward for a single 
class of features-roads-but becomes more difficult when dealing with the entire 
mapped image. Areal, linear, and point features must .be considered in a holistic 
sense. The major determinant of the graphic hierarchy amongst the features is the 
chart purpose. 

Consistently Applying Generalization Rules. Many canographers now 
working in the area of digital cartography truly-and somewhat naively-believe 
that automation of the process will enable the removal of subjectivity. Nothing 
could be fanhcr from the truth. The problems _here arc clearly illustrated with 
Monmonier's work on raster-mode generalization.16 There is probably more 
variation in the selection and application of a generalization algorithm in digital 

·mode than in two manually drafted versions. In order to obtain consistent, 
unbiased, generalization, cartographers will have to determine three things: (1) 
exactly, which algorithm to use; (2) the order in which to apply these algorithms; 
and (3) the input parameters to obtain a given result at a given scale. Given that this 
information might be available (and must be obtained through additional research), 
~ more unbiased and less subjective icsult is possible. 

In summary, few of the above philosophical or theoretical objectives can be met 
with cmrcnt computing technology. Of those goals that can be met, maintaining the spatial 

and statisti~ accuracies seem within grasp since these are essentially just computing the 
mathematical relationships between feature locations and/or attribution. The other 
objectives, however, can only be accomplished partially because of the holistic perceptual 
processing that is required to giake adequate assessments of goal achievement. Since 
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perception is a highly individualistic response to a visual stimulus, the cognitive image of 
the chan will be idiosyncratic.17 As a result, even though canographers may be presented 

with the same generalization requirements, the individual generalizations will be both 

panicular to, and characteristic of, each cartographer. Thus, trying to attain goals that are 

based within this perceptual realm. such as maintaining the aesthetic quality of the product, 
may yet be years away from being achieved. 

2.2.1.3 Techno1o&ica1 Objectives 

From technological perspective, 

generali1.1tion is extremely imponant in 

the digital domain. Herc, a cartographer 

generalizes to balance the relationship 

between sampling interval of data, data 

complexity, storage requirements, and 

CPU-needs. To accomplish that goal, the 

two objectives illustrated to the right 

should be sought. 

a 

Technological Objectivts 

Cost Ef'fcc:livcncss of Algoriduns 
Mmimum Suxage/Memory Requirements 

Cost Effectiveness of Algorithms. In digital mode, a significant goal is to 
reduce the informapon in a cost efficient manner. This, of course, is relatively easy 
to ascenain. For instance, in the generali1.1tion of line data, we are reasonably sure 
that the Douglas corridor simplification algorithm is the best mathematically, but 
one of the worst in terms of computation requirements. Thus, for precise mapping 
requirements-shorelines, for example-the Douglas routine is perhaps most 
appropriate. For different requirements, though, other, more computationally 
efficient routines are probably sufficient. Consider, for example, the fact that 
another linear simplification algorithm, the Lang tolerancing algorithm. is nearly as 
accurate as the Douglas algorithm but at a substantially reduced processing cost. 
Thus, the overall goal here is to balance the cost of a computer algorithm against its 
"accuracy" of generalization. 

Minimum Storage/Memory Requirements. A similar consideration of 
generalization in digital mode is to reduce the data storage requirements down as 
much as possible. This may be determined by three factors: (1) the final scale 
reduction of the chart; (2) the output resolution of the graphic device; and (3) the 
purpose of the chart. A detailed description of the relationship between these is 
provided in a fonhcoming publication.11 This can be achieved in two ways: (1) 
reducing the coordinate numbers required to represent the spatial entities; and (2) 
ftducing the data structure to more compact, less storage-intensive, forms. Eff ons 
here should be directed towards maintaining maximum infonnation with I minimum 
of storage/memory size requirements. 
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In summary, both of the above objectives can be met with current computing 

technology. Much of the current research in canographic generalization has been 

formulated with these two goals in mind. In fact, the canographic literature is pervaded 

with many exciting research effons that have specifically addressed these areas. Much 

research is still required, however, to coordinate these acti~ties within the perceptual arena 

or cartography. A wii-bang algorithm that performs some function of'gcneralization "in a 
flash" and reduces the data set to a exiguous portion of the original data set, is of no use to 

the canographer if the end product is perceptually unrecognizable from the original data or 

does not satisfy the purpose of the chan. Therefore, the algorithm selection and efficiency 

assessment must be based, in part, within the perceptual realm of canographic 

communication. 

2.2.2 Situation for Generalization (When to Generalize) 

Situation ror 
Generalization • 

(\\'ben?) 

CaadUlaD5 

M11111c11 

l2u:l1lan1 

In the above discussions, we have 

considered the \.\'by component of 

generalization for formulating objectives 
of the generalization process. Next, we· 

will consider the situations in which 

generalization would be required. Ideally, 

these arise due to the success or failure of 

the chan product to meet the stated goals. 

Here, we will view the W h en of 

gencr~ization from the three vantage 

points illustrated to the left. 

The Conditions under which generalization procedures would be invoked would be 

based upon the Measures by which that determination was made, and the Decisions or 

control of the gencralil.ation techniques that will be employed to effect the change. 

2.2.2.1 Conditions 

Five conditions, that will occur under scale reduction, may be used to dctennine 

necessary generalization.19 The conditions illustrated below each identify a problem area in 

generalization and are described below. 
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Conditions 

Congestion 
Coalescence 
Conflict 
Complication 
Inconsistency 

Congestion. Congestion refers to the problem where too 
many features have been positioned in the same geographical 
space; that is, f eaturc density is too high. 

Coalescence. Coalescence is a condition where features 
will touch as a result of either of two factors: (1) the 
separating distance is smaller than the resolution of the 
output device; or (2) the features will touch as a result of the 
symbolization process. 

Connict. Conflict is a situation in which the feature is in 
conflict with the background. 

Complication. Complication relates to an ambiguity in 
performance of techniques and order; that is, the results of 
the generalization are dependent on the iteration of 
techniques chosen to perform the scale reduction. 

Inconsistency. Inconsistency refers to a set of 
generalization decisions applied non-uniformly across a 
given chan. Here, there would be a bias in the generalization 
between the topographic clements. 

It is the above conditions which require that some type of generalization process 
occur to counteract, or eliminate, the undesirable consequences of scale change. 
Unfonunately, these conditions arc highly subjective in nature and, at best, arc difficult to 
quantify. Consider, for example, the problem of congestion. Simply stated, this refers to a 
condition where the density of features is greater than the available space on the graphic. 
One might question how this determination is made. Is it made in the absence or presence 
of the symbology? Is symbology's influence on perceived density-that is, the percent 
blackness covered by the symbology-the iea1 factor that requires evaluation? What is the 
unit area that is used in the density calculation? Is this unit area dynamic or fixed? As one 
can see, even a supposedly simple term, density, is a relative enigma. The other remaining 
conditions-coalescence, conflict, complication, inconsistency-also can be highly 
subjective in their assessments. How, then, can one assess the state or the conditions if the 
quantification of those conditions is ill-defined? 

It appears as though such conditions as expressed above may be detected by 

applying a series of mensuration techniques to the original and/or generalized chan to 
determine a conditional state. Unfonunatcly, these techniques may indeed be quite 
complicated and inconsistent between· various products or even within a single producL To 
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eliminate these diff crcnces, therefore, the assessment of conditions must be based entirely 

from within a non-product viewpoint. That is, to view the chan as a graphic entity in its 

most elemental form-points, lines, and areas-and to judge the conditions based upon 

an analysis of those entities.20 This can be achieved by providing simple tools that operate 

on these geometric configurations and can be combined in some logical fashion to achieve 

the intended analysis.21 This is accomplished through the evaluation of conditional 

Measures. 

2.2.2.2 Measures 

Conditional measures can be 
assessed by examining some very basic 
geometric propenics of the inter- and 

intra-feature relationships. Some of these 

assessments arc evaluated in an singular 

feature sense, others between two 

independent features, while still others 

are computed in a multi-feature sense. 

These measures are summarized below. 

Measures 

Density 
Length 
Sinuousity 
Shape 
Dislance 
Ocstalt 
Absuact 

luated by using multiDensity calculations, as shown above, arc eva -features. 

Length and Sinuosity calculations, on the other hand, operate on singular features and 

might be appropriate for determining conditions requiring generalization. An example, 

here, could be the calculation of stream network lengths, or overall complexity of the 

network (based on, say, average angular change per inch) to select an appropriate and 

representative depiction of a distribution at a reduced scale. Shape calculations are also 

useful in the determination of whether an area feature can be represented at its new scale. 

C.Onditional measures may also be compartmentalized into Distance calculations between 

the basic geometric fonns: points, lines, and areas. Distances between each of these forms 

can be assessed by examining the appropriate shonest perpendicular distance (SPD) or 

shortest euclidean dist.L1ce (SEO) between each form. In the case of two geometric points, 

only three different distance calculations exist: (J) point-to-point; (2) point buffer-to-point 

buffer; and (3) point-to-point buffcr.22 These determinations can indicate if any 

generalization problems exist if, for instance under scale reduction, the line buff er and areal 
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buffer conflict. In addition to the geometric measures, other classes of measures can be 

computed. This includes Gestalt measurcs,23 which indicate perceptual characteristics of 

the feature disuibutions, and Abstract measures, which rc·veal more conceptual 

evaluations of the spatial distributions. Below, a list of possible measures arc tabulated .. 

Although this list is by no means complete, it docs provide a starting point froin which to 

evaluate conditions within the chan which do require, or Might require, generalization. 

DENSITY MEASURES (Point, Line, Arta) 
number or point, line, or area features per unit area 

. .. average density or point, line, or area features 
number and location or cluster nuclei or point, line, or area features 

LENGTH MEASURES (Line, Arta) 
Tolal number or coordinales in line feature or area f wure boundary 
Total length or line feature or area feature boundary 
Average number of coordinaies per inch on line feature or area boundary 
SW1dard deviation or coordinaleS per inch on line feature or area boundary 

SINUOSITY MEASURES (Lint, Arta) 
Total angular change of line feature or area boundary 
Avmge angular change per inch on line feaiure or area boundary 
Avenge angular change per angle on line reamre or area boundary 
Sum of positive or negative angles on line feature or area boundary 
Total number or positive or negative angles on line feature or area 
Total nwnber of positive or negative runs on line reature or area boundary 
Total number of runs on line feature or area boundary 
Mean length of runs on line feature or area boundary 

SHAPE MEASURES (Point, Line, Area) 
~ of point. line, or arc.a features (unsymboliz.ed/symbolized) 
Perimeter or point, line, or area features (unsymbolized/symbolized) 
Cen1roid or point, line, or area features (unsymboliu.d/symbolized) 
X and Y Variances or area feawres (unsymbolized/symbolized) 
O>varianc:e of X and Y of area fwures (unsymbolized/symbolized) 
Slandard Deviation of X and Y of area feamres (unsymbolized/symbolized) 

DISTANCE MEASURES (Point, Line, Area) 
Sboncst Euclidean Distance (SEO) 

point-point 
point-line cen1n>id 
~e 

point-point buffer 
point--erea cenaoid 
line-line buffer 

lino-line cenuoid line buffer-line buffer 
line buff er-line centroid line cenll'Oid-cea buff er 
line cen1roid-cea cen1roid line cenD'Oid-cea edge 
area buf'f'er..-ea buft'er area buffer~ cenll'Oid 
sea buffer--..a edge area cenaoid-cea ccnD'Oid 
area cenaoid~ edi!e area edre-area edJ?e 
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Shm1Cst Perpendicular Distance (SPD) 
point-line point-line buff er 
point-arr.a buffer point-area edge 
point buffer-point buffer point buffer-area buffer 
point buff er-area cenuoid point buffer-area edge 
Jine-.area cauroid lino-lrea edge 
lin~ buffer line buff er-area buff er 
line buff er-m.a cenb'Oid 
line cenU"Oid-line centroid 

line b~~cr-arr.a edge 

GESTALT MEASURES (Point, Line, Area) 
Closure 
Continuation 

·· Proximity 
Common Fate 
Figure Oround 

ABSTRACT MEASURES (Point, Line, Area) 
Homogeneity 
Symmetry 
Repetition 
Recurrence 
Neighborliness 
Complexity 

Each of the above classes of mca~ures can be determined in a digital domain. Their 
interaction, however, is not as clearly understood. Exactly which of these conditions must 

exist before a generalization action is taken depends on scale, purpose of the chan, and so 

on. In the end, it appears as though many of the prototype algorithms may first- be 

developed and then tested and fit into the overall framework of generalization. The exact 

guidelines on how to apply the measures designed above can not be determined without 

precise knowledge of the algorithms. 

2.2.2.3 Decisions 

In order for the cartographer to obtain 

unbiased generalizations, three things need to be 

determined: (1) which algorithm to use; (2) the 

order in which to apply these algorithms; and (3) 

the input parameters to obtain a given result at a 

given scale. Thus, the decision process includes 

the factors on the righL 

Decisions 

Procedure Control 
Algorithm Selection 

Obviously, an imponant constituent of the decision-making process is the 

availability and sophistication of the algorithms. Actually, algorithms is a rather overused, 
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and somewhat misused, term. Instead, the algorithms should more appropriately be called 
Controlled Procedures that requires access to Algorithms. Thus, the generalization 
process is accomplished through a variety of procedures-each attacking specific 
problems-which employ a variety of algorithms. In the case of line simplification, for 
example, the simplification procedure would access algorithms such as Lang, Douglas, 
Roberge, etc. Concomitantly, there may be permutations, combinations, and iterations of 
procedures, each employing permutations, combinations, and iterations of algorithms. The 

algorithms may, in tum, be con110lled by multiple, maybe even interacting, parameters. 

2.2.2.3.1 Procedure Control 

The control of generaliz.ation procedures is probably the most difficult process in 

the entire concept of automating generalization. The control decisions must be based upon: 
(1) the impon.ance of the individual features (this is, of course, related to the product 

purpose and intended audience); (2) the complexity off eature relationships both in an inter­

and intra-feature sense; (3) the presence and resulting influence of chart clutter on the 
communicative efficiency of the product; (4) the need to vary generalization amount. type, 
or order on different features; and (5) the availability and robustness of generalization 
processes and computer algorithms. 

The necessity for sequential data processing requires the establishment of a cenain 
sequence of the generalization process in order to avoid repetitions of processes and 
frequent corrections. The sequence is determined by the effects which result in lack of 
space or, alternatively, excess of space and locational changes of features caused by the 
generalization processes. On the basis of mutual interdependencies resulting from such 
generaliz.ation effons of the individual processes automatically carried out, a sequence of 
generalization processes for the ANCS ll is proposed below: 

1. Independent and Dependent Generalization Requirement Evaluation 
a. Selection of point, line, and area features 
b. Identification of regions not to be generalized 
c. Identification of regions to be generalized 
d. Identification of features not to be generalized 
e. Identification of features to be generalized independently 
f. Identification of features to be generalized by pairwise dependence 
g. Identification of features to be generalized by multi-dependence 
h. Evaluation of conditions for independent point, line, and area feature 

generalization 
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i. Evaluation of conditions for pairwise point/line, point/area, and line/area 
fearurc generalization 

j. Evaluation of conditions for multiple point, line, and area feature 
generalization 

2. Point Aggregation 
a. Point Features to Area Fcarurcs 

3. Simplification Oow-pass filter) 
a. Arca Feature outlines 
b. Linc Fearurcs 

4. Feature Collapse 
a. Arca Features to Line Features 
b. Area FcatW'CS to Point Features 

S. Disaibution Refinement 
a. Area Features 

6. Arca Agglomeration 
a. Arca Features to Arca Features 

7. Feature Collapse 
c. Linc Features to Point Features 

8. Distribution Refinement 
a. Point Features 
c. Linc Features (disjoint) 
d. Linc Features (coMected) 

9. Simplification 
a. Arca Feature outlines 
b. Line Features 

10. Smoothing 
a. Arca Feature outlines 
b. Linc Features 

11. Compaction 
a. Arca Feature outlines 
b. Linc Features 

2.2.2.3.2 Algorithm Selection 

The selection of algorithms to suppon the generalization process must be based 

upon a variety of factors, not the least of which is proof of concept. The relative obscurity 

of generalization algorithms, coupled with a limited understanding of the generalization 

process, removes the selection process from merely conducting a cost-benefit analyses. 

There just arc not algorithms to choose from. This means that many of the concepts need to 

be prototyped, tested, and evaluated during the design and development of the ANCS Il 

The evaluation process is usually the one that gets ignored or, at best, is only given a 

cursory review. Algorithms should be selected based upon cognitive studies, mathematical 

evaluation, and. designfunplementation 1rade-offs.2A Once a candidate set of algorithms are 

available, they should be assessed in terms of their applicability to specific products. 
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Finally, each individual product may require different algorithms depending on feature 
type, scale, and/or purpose of the chan. 

2.2.3 Procedures of Generalization (How to Generalize) 

Prgrgdyns 

Procedures or 
Generalization 

(How?) 

411sn:llbms 

A$ a final third of the automated 

generalization model, we must consider 

the component of generalization that 

actually perf onns the processes of scale 

reduction. This How or generalization 

must be based within those areas of 

generalization techniques that have either 
arisen out of the emulation of the manual 
canographer, or based solely on more 
mathematical effons. 

In the generalization process, we 

have determined that five basic categories 

of procedures exist to effect the required 

MC&G data· changes to support the 

production requirements. These 

procedural categories arc listed to the 
righL 

Procedures 

Line Simplification 
:Feature Type Conversion or Refinement 
Fearure Displacement 
feature Smoothing 
Dlla Compaction 

For many of these procedural areas, reviews of 
algorithms arc included. As was stressed above, however, 
the algorithms (and procedures themselves) are affected by 
the factors listed on the right. The order of application, 
frequency of application, and limits of the algorithms must 
also be considered in the automated generalization process. 

Algorithms 

Pcnnut.alions 
Combinations 
Iterations 
Parameters 
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2.2.3.1 Line Simplification 

MC&G data bases created as a result of the feature selection process wm contain 

only those features necessary to suppon the required products, to be presented at a required 

scale. with the minimum data storage requirements and data .. retrieval times. Even so. the 

digitization processes used to collect this information employs a variety of scales and/or 

resolutions of input media. This, in tum, means that superfluous data exists for the 

individual feature representations. In the digital domain, this means added execution times 

during processing, increased plotting times, and excessive data storage requirements. Some 

form of feature simplification can reduce the number of coordinate points required for 

feature representation. One of the more common uses of point simplification algorithms is 

their application to linear data sets for coordinate removal. These algorithms arc commonly 

referred to as linear simplification. or merely, simplification routines. Simplification 

algorithms operate on the principle of point selection or point rejection. 

Chan data that has been captured by electronic sampling devices must undergo a 
variety of transformations before it should be used as a digital representation of chart 

features. Data gathered by a sampling device such as a manual digitizer samples x,y 

coordinate pairs ·in discrete location~, established by the resolution of the input device. 

These discrete locations can be tied together by vectors to create a digitized line. Common 

digitizer resolutions result in recording a surplus of coordinate data for the representation of 

lines. In fact. although human discemability of coordinate differences is only on the order 

of about 0.02 inches, it is not uncommon to find that most digitizing systems capture 

coordinates at resolutions far beyond that (such as 0.001 inches). In addition, 

psychological and physiological errors arc induced in the digitization process which create 

induced detail in the lines. Also, glitches arc produced from electrical impulses in the 

sampling device and mechanical impulses in the operator's hand. 

Ideally, a digitized representation of a linear chan feature should be accurate in its 

representation of the feature (shape, location, and character). yet also efficient in terms of 

retaining the least number of delimiting coordinate data points in storage. This profligate 

density of coordinates captured in the digitization stage should be reduced by selecting a 

subset of the original coordinate pairs, while retaining those points considered to be most 
representative of the line.25 Glitches should be removed. And. finally, the line should be 
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smoothed to produce a line with a more aesthetically pleasing caricature.26 Simplification 
algorithms will select the characteristic, or shape-describing, points to retain, or will reject 
the redundant point considered to be unnecessary to display the line's charactcr.27 

Inevitably, though, simplification algorithms produce a reduction in the number of derived 
data points, which arc unchanged in their :x,y coordinate positions. Some practical 
considerations in the elimination of redundant or superfluous data gathered in the 
digitization stage includes reduced plotting time, increased line "crispness" due to higher 
plotting speeds, reduced storage, less problems in attaining plotter resolution due to scale 

change, and quicker vector to raster conversion. McMaster cites that five major types of 
linear simplification algorithms can be found in the literaturc.21 They arc: (1) Independent 
Point Routines; (2) Local Processing Routines; (3) Unconstrained Extended Local 
Processing Routines: (4) Constrained Local Processing Routines; and (5) Global Routines. 
Examples of each arc discussed on-the following pages.29 
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2.2.3.1.1 Independent Point Routines 

Independent Point Routines are those in which no mathematical relationships 
between neighboring coordinate pairs arc assessed. 

Nth Point 
REFERENCE: 

Tobler. Waldo R. (1964). 
ALGORI1HM DESCRIPTION: 

After generating a random integer N, ranging from 1 to K (where K is the 
number of points in the data set). the algorithm reads the input data file 
sequentially and retains only every Nlh coordinate pair. Larger values of N 
obviously yield greater simplifications. 

GRAPHIC EXAMPLE: 
Ori1inal Line 

K=20 
Simplified Line 

K=6 
N=4 

'-Every 4th point 
is seleaed from 

original line 

In the figure above, a data set consisting of 20 coordinate pairs is being 
simplified based upon a selection of every 4lh coordinate pair. In addition. the 
first and last points have been retained. Note how the original line has been 
reduced to a simplification containing only 6 points, an extreme savings in 
storage, yet the character of the line has changed considerably. 

ADV AA"T AGE: 
Computationally one of the fastest line simplification routines and, therefore, 
one of the cheapest to run in terms of time and money. Simple to program and 
very straightforward in its operation. 

D~ADVA?\"TAGE: . 
Straight lines arc over represented, and critical points arc not necessarily 
retained. It docs not take distance between points into account. Therefore. the 
algorithm totally ignores the fact that some points are spaced closely while 
others may be far apan. As a result, the shape of the line derived from this 
simplification routine will depend entirely on what point in the feature is 
considered as the staning point-because it is here from which the counting of 
the Nlh Point will be initiated. Modifications commonly applied to the algorithm 
includes retention of the first and last coordinate pairs (as in this example). 
~gardlcss of the Nlh position. 
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Independent Point Routines (continued) 

Random 
REFERENCE: 

Robinson, Anhur H., ct al. (1978). 
ALGORI1liM DESCRIPTION: . 

After generating an operator-selected number of random integers N, the 
algorithm reads the input data file sequentially and retains the first coordinate 
pair, and then only the coordinate pairs that fall on those random positions 
within the file. Finally, the last coordinate pair is saved, regardless of whether it 
lell on one of the random positions. 

GRAPHIC EXAMPLE: 
Ori1inal Line 

X=8 
Simplified Line 

X=4 
N=2 

Pl 

In the figure above, the original line contains 8 coordinate pairs. Assume that 
the canographer has specified that only 2 random coordinates (N) and the end 
points of the original line are retained. A random generation of two numbers 
between 2 and 7 (since 1 and 8 are already retained) yields 2, 3. The 
simplification has been reduced to only 4 coordinates. 

ADVANTAGE: 
Computationally one of the fastest line simplification routines and, therefore, 
one of the cheapest to run in terms of time and money. Simple to program and 
very straightforward in its operation. The stan and end points of a line will 
remain intact. 

DISADVANTAGE: 
This procedure has no cartographic basis and, therefore, imponant 
characteristics of the line may be lost in the simplification. It docs not take 
distance between points into account Therefore, the algorithm totally ignores 
the fact that some points arc spaced closely while others may be far apan. As a 
re~ult, the shape of the line derived from 1his simplification routine will depend 
entirely on what points arc retained. This will change each time because of the 
random selection of coordinate pairs. 
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2.2.3 .1.2 Local Processing Routines 

Local Processing Routines are those in which the characteristics of immediate 
neighboring coordinate pairs arc used. 

Line Width 
REFERENCE: 

Tobler, Waldo R. (1965). 
ALGORITHM DESCRIPTION: 

The algorithm reads the input data file and retains the first coordinate pair as an 
anchor point. Then, reading sequentially through the coordinate file, the 
Euclidean distance is calculated between lhc anchor point and the next point. If 
the Euclidean distance between the two points is closer together than the width 
of the plotted line, the second pair is rejected. The algorithm then iteratively 
reads successive coordinate pairs until it finds one that falls outside of the 
distance determined by the line width. That point is now retained, it becomes 
the new anchor point, and the search for the next coordinate pair continues. 
Finally, the last coordinate pair is saved, regardless of whether it fell on outside 
of the selected tolerance. 

GRAPHlC EXAMPLE: 
Ori1inal Line 

K=6 

Points P2 and P3 
we closer than 

pen width 

~ 

Pl 

P6 

Simplified Line 
K=5 

Original 
point P3 
omitted 

~ 

PS 

In the figure above, a sample line contains 6 points. Points P2 and P3 are closer 
together than the width of the line and, as a result, only the first point 
encountered of these two points (P2) will be retained. The original line is 
reduced to S points. 

ADVANrAGE: 
Easy to program and fast computationally. Retains end points. 

DIS ADV ANT AGE: 
Algorithm bears no cartographic logic and is subject to the same disadvantages 
as were identified in the Nlh point algorithm. 
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Local Processing Routines (continued) 

Euclidean Distance 
REFERENCE: 

McMaster, Roben B. (1983a). 
ALGORllliM DESCRIPilON: 

The algorithm reads the input data me and retains the fll'st coordinate pair as an 
anchor point. Then, reading sequentially through the coordinate file, the 
Euclidean distance is calculated between the anchor point and the next point. If 
the Euclidean distance between the two points is less than a pre-selected 
tolerance, the second pair is rejected. The algorithm then iteratively reads 
successive coordinate pairs until it finds one lhat falls outside of the preselected 
distance. That point is now retained, it becomes the new anchor point and the 
search for the next coordinate pair continues. Finally. the last coordinate pair is 
saved, 

GRAPHIC EXAMPLE: 
regardless of whether it fell on outside of the selected tolerance. 

0ri&ina1 Line Simplified Line 
K=B K=7 

Points P6 and P7 P8 Original P7 
are closer than P7 point P7 T 

IOleranc:e --:::!!::> P6 ~ P6 

I Tolmnee 
Pl Pl 

In the figure above, a sample line contains 8 points. Points P6 and P7 are closer 
together than the Euclidean distance specified. As a result, only the first point 
encountered of these two point pairs (P6) will be retained. The original line is 
now reduced to 7 points. 

ADVANTAGE: 
Easy to program and fast computationally. Retains end points. 

DISADVANTAGE: 
Algorithm bears no canographic logic. 
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Local Processing Routines (continued) 

United States Geological Survey • A 
REFERENCE: 

United States Geological Survey (personal communication). 
ALGORmiM DESCRIPTION: 

Comdor algorithms operate by specifying a diSlance either side of the data line, 
as a corridor, for point rejection or retention. A vector joining points Pl and P2 
is extended as a projected straight line. The perpendicular distance from this 
extended line to P3 is calculated. Points arc accepted if this distance is greater 
lhan a pre-tolerance Tl. If the pcipCn<licular distance is less than the tolerance, 
lhc point in question is rejected. 

ORAPHJC EXAMPLE: 
Ori1inal Line 

P3 

Pl 

-Tolerance Tl 

Original poinl 
P3 omib.Cd 

• 

Simplified Line 

In the figure above, point P3 would be eliminated since it is within a threshold 
tolerance Tl from an imaginary vector dra\\'Il between Pl and P2. After P3 is 
rejected, the imaginary vector is again drawn through Pl and P2. The 
perpendicular distance of P4 from that line is greater than the tolerance, and as 
such, will be retained. 

ADVANTAGE: 
Fairly fast. Easy to program. 

DISADVANTAGE: 
Docs not take distance between points into consideration. 
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Local Processing Routines (continued) 

United States Geological Survey • B 
REFERENCE: 

United States Geological Survey (personal communication). 
ALGORlTiiM DESCRIPTION: 

A second version of this algorithm operates on triads of points. A vector joining 
the first and third points in the triad is projected as a straight line. The 
perpendicular distance from this projected line to the middle point is calculated. 
This middle point is accepted only if this .distance is greater than a pre-selected 
tolerance. If it is accepted, it becomes the new anchor point. the third point now 
becomes point 2, the next successive point (point 4) is read in as the new point 
3, and the process repeats. If the distance is less than then specified corridor. 
the middle point is omincd, the third point now becomes the middle, and the 
next successive point (point 4) is read in as the new point 3, and the process 
repeats. 

GRAPHIC EXAMPLE: 

JP2 - --.-. _ _!:P4 0 ' ' I U r11ma ne 
.. P3 
P~l •··- P'" . --- .. P2···· ----· . ....... ~ 
Pl ·-.:---- P4 

-----~ ---· 
P3 Simplified Line 

In the figure above, the distance of P2. from a computed vector drawn between 
Pl and P3, is greater than the selected tolerance. As such, P2 will be retained. 
Point P3 is now tested for its perpendicular distance from the computed vector 
drawn between points P2 and P4. This distance is less than the selected 
tolerance and, as such,. P3 is rejected. · 

ADVANTAGE: 
Fairly fast. Easy to program. 

DISADVANTAGE: 
Does not take distance between points into considera~on. 
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Local Processing Routines (continued) 

Angle of Change 
REFERENCE: 

Tobler, Waldo R. (1964).30 
ALGORITiiM DESCRIPTION: 

Algorithm compares the angular change between vectors connecting the first 
and second coordinate pairs, and the first and third coordinate pain. A tolerance 
angle is selected by the cartographer and points are rejected if their angle is 
greater than the tolerance angle specified. Processing is repeated from this point 
to the next two points. 

GRAPHIC EXAMPLE: 
P~P3 Oriainal Line 

P
4 

Point P2 &Csted 
8'>8 

~ Poinl P2 accepted 

""V"" ~ Intermediate Line 

Point P3 tested 
8'<8 
Original point P3 rejeaed 

P~ Simplified Line 

P2 ~ce 

In the figure above, a sample line consists of 4 points.31 Angle e·. the angular 
change between points P2, Pl, and P3, is greater than the tolerance angle e. As 
such, P2 is retained. The angular change e· between the next successive three 
points (P3, P2. and P4), is less than the specified tolerance of e and, as such, 
point P3 will be rejected. Simplified line is then reduced to three coordinates. 

ADVANTAGE: 
Good theoretical basis for point selection. Retains end points. 

DISADVANTAGE: 
Complexity of program dependent on the computer's resident function. Pure 
angle algorithms take no account of distance between coordinate pairs; this may 
have a detrimental effect on the curvature of the resultant line in t."iat large gentle 
curves may be eliminated and replaced by straight line sections. 

CJU{'TO(j'E.!>{. ~m Carupaplri& (jtnzraliz.at:Um ~purt 

~tparul 6!J !PM 9owmme"t .Sysurn Ct1rpO'Dtion !!'"fit J7 



Local Processing Routines (continued) 

Distance and Angle 
REFERENCE: 

Jenks. George F. (1980) personal communication. 
ALGORI1HM DESCRIPTION: 

Three parameters arc specified: (1) a minimum allowable distance between 
points 1and2 (MINI); (2) a minimum allowable distance between points 1 and 
3 (MIN2); and (3) the maximum allowable tolerance angle between a line drawn 
through points 1 and 2. and 2 and 3 (ANG). If the distance from point 1 to 
point 2 is less than MIN I, or the distance from point 1 to point 3 is less than 
MIN2, point 2 will be rejected. If both distances are larger than the minimum 
allowable distances. the angular is calculated. If the angle is larger than the 
tolerance angle ANG, the point is accepted; if it is smaller, the point is rejected. 
Thus, points will be rejected if they arc within the minimum distances or if their 
angle is less than the specified angle. 

GRAPHIC EXAMPLE: 
Ori1inal Line Simplified Line 

P2 

Case 1 User Parameters 
• mnT" 

Case 2 :.:::=sc 

1 P2 1 

In the figure above there arc three examples of this algorithm. In the top 
example, point P2 will be eliminated because it is closer to Pl than the tolerance 
distance MINI. In the second case, P2 will be eliminated since the distance 
between Pl and P3 is less than MIN2. In the fmal example, the distance from 
Pl to P2 is greater than MINI and the distance from Pl to P3 is greater than 
distance from MIN2. The angular change from the two vectors connecting the 
three points (9') is greater than ANG. Therefore, point P2 will be retained. 

ADVANTAGE: 
Combines the processing speed of a sequential algorithm and, using the sound 
basis of angular selection algorithms. this algorithm also incorporates a distance 
measurement. 

DISADVANTAGE: 
High computational time relative to other sequential algorithms, yet lower than 
COJTidor algorithms; a good alternative to both. 
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Local Processing Routines (continued) 

Field or View 
REFERENCE: 

Jenks, George F. (1980) personal communication. 
ALGORITHM DESCRIPTION: 

Algorithm evaluates each point according to whether or not it lies within a "field 
of view" from the previous point. This field of view angle is pre-selected, and 
sets the orientation of two lines either side of the vector joining two coordinate 
pairs. If the point being sampled lies within this field of view, it is rejected and 
processing continues, computing angles and lines to the next point. If the point 
is outside of this field of view, it is accepted. When a point is accepted, it 
becomes the new anchor, or base, point and the procedure repeats again. 

GRAPHJC EXAMPLE: 

Point P3 is acce~ted 
since it lies outsiac of 
initial field-of-view 

P3 

Point P4 is 
since it lies within 

second field-of -view 
P4_ . PS 

rejected 

In the figure above, a angular threshold of 8' has been specified on each side of 
the Field of View direction. From Pl to P2, the Field of View docs not include 
the next successive point P3, and as such, P3 will be retained. Constructing a 
field of view now from Pl to P3 includes P4 and it will therefore be eliminated. 
Because PS is the end point it will be retained (as was Pl). The simplification 
now consists of 3 coordinate pairs. 

ADVANTAGE: 
All angle algorithms present a good theoretical basis for point selection. Retains 
end points. 

DISADVANTAGE: 
Somewhat complicated to program; the complexity of the program dependent on 
the resident functions available on the panicle host computer. Pure angle 
algorithms take no account of distance between coordinate pairs-this may have 
a detrimental effect on the curvature of the resultant line in that large gentle 
curves may be eliminated and replaced by straight line sections. 
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2.2.3. l .3 Unconstrained Extended Local Processing Routines 

Unconstrained Extended Local Processing Routines ar~ those in which the 
characteristics or neighboring coordinate pairs arc used and in which the search region is 
expanded to sections of the line and not limited to the immediate neighbors. 

Reumann-Witkam 
REFERENCE: 

Rcumann, K. and A.P.M. Witkam (1974). 
ALGORJ1liM DESCRlPTION: 

This algorithm searches the immediate neighboring coordinate pairs and 
evaluates sections of the line by using two parallel lines to define a search 
region. After calculating the initial slope or the search region, the line is 
processes sequentially until one of the edges of the search corridor intersects the 
line. 

GRAPHIC EXAMPLE: 

In the figure above, a search region is recalculated based on the last intersection 
point. A point is insencd where the curve crosses out of the band or the last 
input point contained within the band is selected to be retained. The algorithm 
continues until the last point and its tangent are used. Here, this figure shows all 
the calculated tolerance bands for the original line. The final simplitied line is 
depicted as a dark band and the retained coordinates as circles. 

ADVANTAGE: 
Very fast. 

DISADVANTAGE: 
Docs not operate well under severe simplifications. Requires calculation of the 
tangent to a digitized curve. 010icc or the direction tangent is not well calculated 
where a straight line is drawn between the last two (2) points and used to derive 
the direction. 
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Unconstrained Extended Local Processing Routines (continued) 

Roberge 
REFERENCE: 

Roberge, J. (1985). 
ALGORllliM DESCRIPTION: 

This algorithm is a modification of the Reumann-Witlcam. His enhanced sttip 
algorithm provides: (1) a more rigorous definition of the critical line; (2) a test 
for vcnical critical lines; (3) a check for inflection points; and (4) an extension 
factor which enables extended critical lines to be constructed 

GR.APHlC EXAMPLE: 
None provided. 

ADVANTAGE: 
Extension factor proves advantageous for reducing curves with slow rates of 
curvature. 

DISADV ANf AGE: 
Does not operate well under severe simplifications. Requires calculation of the 
tangent to a digitized cmve. 
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2.2.3.1.4 Constrained Local Processing Routines 

Constrained Local Processing Routines are those in which the characteristics of 
neighboring coordinate pairs are used and in which the search region is expanded, yet 
restricted. to some sections of the line. 

Lang ToJerancing 
REFERENCE: 

Lang. T. (1969).32 
ALGORJTiiM DESCRJPilON: 

A tolerance is specified as the nominated drawing accuracy for the ploner. 
Points arc removed if they lie within the tolerance distance from a line drawn 
between an initial point and the end point being considered. If the specified 
tolerance is exceeded, the plotted line is drawn to the next end point assuming 
that these points satisfy the tolerance check. A modification to the algorithm 
differs in that only points that were distant from from the last plotted point by 
greater than the specified distance D were used for plotting. 

GRAPHIC EXAMPLE: 
Ori1inal Line PS Tolerance 

p~P6 ~ 
L--1SP7 ~ 
.-.c=1\ ~ 
~ fr ~Pl-

.,.,- ' Simplified Line 

I 

In the figure above, a line connecting endpoints Pl to P7 is projected. If the 
perpendicular distance from this line to intervening points exceeds a specified 
tolerance, the line is repositioned from points Pl to P6 and the distances are 
again checked. Here, the distance from PS to the vector drawn between points 
Pl and. P7 is greater than the tolerance. The vector is now drawn between Pl 
and P6 and point PS still lies outside of the specified tolerance. As the vector is 
moved to between Pl and PS, all the distances arc within the tolerance and are 
deleted (points P2 through P4). The imaginary vector is now drawn between 
die new beginning point PS and die end point P7, and a test of all intervening 
points is again c.omputed. Since P6 is within the specified tolerance it is omitted 
and the simplified line now contains only three points of the original line. 

ADVANTAGE: 
The second algorithm is much faster than the first, but still relatively slow. 

DISADVANTAGE: 
Slow. Algorithm produces acceptable results on relatively smooth curves but 
does not detect the best representation paints on sharp curves. 
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Constrained Local Processi~g Routines (continued) 

Johannsen Tolerancing 
REFERENCE: 

Johannsen, T. (1973). 
ALGORllliM DESCRIPTION: 

Of all the data points in a line, points arc extracted which represent the 
maximum curvature after low frequency curves arc suppressed. This algorithm 
processes by moving a chord of given length 0) along the line. by steps of a 
known distance (D). For each chord position (Di) all of the points between the 
stan (Ai) and the end of the chord (Ei) are evaluated and summed. This is 
calculated as a function over the arc length to derive the extreme points. These 
arc only extracted if they arc maximum in relation to a set number of 
neighboring coordinate pairs. 

GRAPHIC EXAMPLE: · 
All poinB between 
Ai and Ei are summed 
ad compared to arc 
k:Dgih lO determine 
azreme ints Ei:;..' ~..--

Ai = Stan Point 
Ei = End Point ·;i /Azcl.mglllJL 

Ai o;b., ord 

D = Seep Distance to 
move chord along line 

In the figure above, an example of the Johannsen tolcrancing algorithm is 
presented. A chord of length L is extended from the initial point Ai to some 
point, Ei, along the arc. All intermediate point between Ai and Ei arc summed 
and compared to the total arc length to evaluate the total distance between the arc 
and the chord. If extreme points exist, the ration of distance to total arc length 
will be high and those points will be eliminated. Small distances compared to 
arc length imply relatively minor pcturbations in the line and no points are 
removed. 

ADVANTAGE: 
None. 

DISADVANTAGE: 
CPU-intensive. 

CM{.'IO(j'E.!1{. ~,gram Ca"'°B"apfsit (jeruraliz.ati.Dn ~purt 
~eparul 6y !'Mt (jowmmcnt Sy.sum Corptmztitm !'09t 43 



Constrained Local Processing Routines (continued) 

Opheim 
REFERENCE: 

Opheim. H. (1982). 
ALOORllllM DESCRIPTION: 

The search region is resaicted or constrained. by a minimum and maximum 
distance check, much like the Distance/Angle algorithm. Af~ the initial search 
region is set which is similar to the Reumann-Witkam, any point within the 
minimum distance arc eliminated. However, as soon as the line "escapes" from 
the search region on any side, including distance maximum, a new search 
corridor is established and the last point within the region is saved. 

GRAPHIC EXAMPLE: 

Minimum DiAance 
.mun 

I 

4 . ., 
·· .. :-.:-::· .: ..... :·.· .. · (·. · .. 

In the figure above, points 3, 4, S, and 6 arc eliminated since they fall within 
the search region tolerance band. Point 7 becomes pan of the simplified line 
since it is the last point to fall inside the search region. 

ADVANTAGE: 
None. Not well analyzed ycL 

DISADVANTAGE: 
If line makes any sudden bends within the maximum distance search region the 
critical point of the bend will be eliminated. 
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2.2.3.l.5 Global Processing Routines 

Global Processing Routines are those in which the entire line is examined in a 
holistic sense and not processed sequentially as in all the other classifications. 

Douglas Corridor 
REFERENCE: . 

Douglas. David H .• and Thomas K. Peuckcr (1973).33 
ALOORlTiiM DESCRIPTION: 

This algorithm operates globally on a data set, processing an entire line at a 
1imc .. Thc algorithm begins by defining the first point in the line as an anchor. 
and the last point as a floating point position. These two points are now 
connected by a straight line segment. Intervening points along the line are now 
examined to detennine the one with the greatest perpendicular distance between 
it and the straight line defined by the anchor and floater points. If this maximum 
perpendicular distance is less than a maximum tolerable distance. the straight 
segment is considered suitable to represent the entire line. In cases where the 
distance condition is not met, the point lying furthest away becomes the new 
floating point, and the process continues until all points in each segment lie 
within a given tolerance. 

In the figure below, a diagrammatic example of the Douglas Algorithm 
operation is provided. This description is provided since the Douglas algorithm 
is probably lhe most canographicmly·sound linear simplification algorithm. As 
such, it is an excellent choice for implementation. 

The following discussion details the operation of the Douglas algorithm on a 
sample line containing 31 coordinates (reference the figure below. A). 

• Tolerance B.nd ii 1elecllld by a eanognpher; lhown u a 1hlded area cm the figure belov.-, 
8. This roJerance band i1 che computed distance in lengch either side of &he bnc 
eonstnacaed be&wecn lhe c:wran anchor point and che Ooai.er point. In this case, &he 
achor ii Pl. Ille Ooater ii P31. 

• Push Pl on anchor 1L1Ck. 
• Push P31 on Ooa&er stack. 
• Calculate perpcndiculu distance ro alJ intamedilJ)' points from the imaginary vector 

drawn between anchor Pl 1nd Do111:r P31 (reference the figure below. B). 
• Son far mu.imwn perpmdicuJ• distance. Jn chis cue. P12. 
• Push P12 on floaler 1Llek. 
• CalcuJai.e perpendic:ulu distance ro all intennedilJ)' poinu from lhe imaginary vector 

drawn between anchor Pl ad OolWlr P12 (reference the figure below. C). 
• Son for mu.imum perpendicul• diltmce. In lhiJ cue. P6. 
• Compare m.u.inwm perpendicular diAlnc:e ro rolennce. Dia&IDC:e is puu:r dwl rolerance. 
• Push P6 on floau:r ILICk. 
• CalcuJaac perpendiculu dilunce IO alJ in1amediary poinll from the imagin&r)" vector 

drawn between 1nchor Pl Ind Ooa1.1r P6 (reference the figure beJow, D). 
• Son for mu.imwn perpendicuJ1r distance. Jn dlil cue. Pl. 
• Compare muimum papencticul• dilaance IO tollll'UlC&. Dill.Ince ii pater dwl tolerance. 
• Push P3 on Ooaaer 1LICk. 
• Calculate perpendicular di1t1ncc IO all inWl"lnedilJ)' poinll from lhe imacinary vector 

drawn between mcbor Pl Ind Ooaw Pl (reference the figure below. E). 
• Son for mu.imum perpendicular dislDICe. In l1lil case, P2. 
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GRAPHIC EXAMPLE: 
Original Line 

A P31 

P31 

P31 

P31 

P31 

P31 

P31 

P31 

Simplified 
• Compare muimum perpendicular distlnce to tolerance. Diltmce ii peam lhan tolerance. 
• Compare muimum perpendicular distlnce to tolerance. Distance ii las dam tolerance. 
• Pop Jut point. P3, off noa&cr suet. 
• · Push P3 onto Anchor suet. 
• Calculate papendicular distance to all intermediary points from die imaginary vector 

drawn between new mchor P3 Ind noam P6 (reference Ille figure above. F). 
• Son for muimum perpendicular dilt1nce. In lhis cue. P4. 
• Compare muimum perpendicular distance lO tolcrancc. Distac:e ii leas than tolcranc:e. 
• Pop lur poin1, P6, off noa&cr met. 
• Push P6 onto Anchor 111dt. 
• Calculate perpendicular distance to all intermediary points from lhe imaginary vector 

drawn berwecn new lnChor P6 and noam P12 (reference she figure above. Ci). 
• Son for muimum perpendicular distance. In Ibis cue, P9. 
• Compare muimum perpendicular distmce ID tolennce. Disuince ii peam lhan tolerance. 
• Push P9 on noaac met. 
• Calculate papendicular di1&ace to all intermediary points from die ima1inary vector 

drawn between mchor P6 and f1oalcr P9 (relere:nc:e lhe figure above. H). • 
• Son for muimum perpendicular distmce. In lhis cue, 1'7. 
• Compare muimum perpendicular dis&mcc ID rolerancc. Dis&ace ii leu daan rolcrance. 
• Pop Jut point. P9, off f1oaler met. 
• Push P9 OlllO Anchor met. 
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• Calc:ul11e perpendicular dis&anc:e 10 all iruermediuy poinu from lhe imaginuy vector 
, drawn between new anchor P9 and floater Pl2 (reference lhe figure above, I). 
• Son for maximum perpendicular distance. In um cue, PIO or Pl I (equal). 
• Compare muimum perpendicular distance IO IOlerance. Distance is less lhan IOlcrance. 
• Pop lut point. Pl 2. off floater 11aelr.. 

• Pmh Pl 2 onlO Anchor 11ac:t. 
• Proceas i1 now complete for all coordinates lying between poinu Pl and Pl2. To 

eontinue, lhe above 1equence of even&S would be followed for a1J poinra lying between 
Pl2 Ind P31. 

ADVANTAGE: .. 
Perhaps the most highly respected linear simplification algorithm developed; it 
is based upon sound cartographic principles. The Douglas algorithm has proven 
to be both mathematically and perceptually significant.34 In fact, it has been 
shown that the algorithm most closely replicates the human generalization 
process in tenns of retaining critical points on the line.3S These critical points 
can be related to the physical characteristics of a line·, or those related to man­
made or perceived positions of imponance. 

DISADVANTAGE: 
Requires a large amount of processing time since it continually works through a 
line several times until all ponions of it have been examined. However, this 
increased processing time can be considered a ttade-off since the Douglas 
algorithm achieves such ideal simplified representations of the line. 
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2.2.3.2 Feature Tn>e Conversjon/Refinement 

As a chan is a reduced representation of the Earth's surface, and as all other 

phc_nomcna arc shown in relation to this, the scale of the resultant product largely 

determines the amount of information which can be show!l. As a result. the generalization 

of canographic features to suppon scale reduction must obviously change the way f catures 

look in order to fit them within the constraints of the graphic. 

The information that is contained within the graphic has two components-location 
and meaning-and generalization affects both. As the amount of space available for 

portraying the canographic information decreases with decreasing scale, less locational 

information can be given about features, both individually and collectively. As pan of this 

requirement for feature type conversion, or feature refinement process, the graphic 

depiction of the features changes to suit the scale-specific needs. The transformation 

processes here include: (1) Aggregation/Agglomeration; (2) Combination; (3) Collapse; and 

(4) Distribution/Network RcfincmenL Each.of these arc discussed below. 

Point Aggregation. There arc many instances when the number or density of 
like point features within a region prohibits each from being pomaycd and 
symbolized within the graphic. Still, their importance, both from a landmark and 
military significance, require that they be portrayed. To accomplish that goal, the 
point features must be aggregated into a higher order class feature-areas. One of 
the best examples of lhis requirement is the aggregation of a feature like gas wells 
into an areal outline that is labelled as "numerous gas wells." 

Area Agglomeration. This type of generalization is extremely important when 
poruaying features such as hydrography. Through combination of individual 
features into a larger clement. it is often possible to retain the general characteristics 
of an area despite the scale reduction. For example, a region containing numerous 
small lakes-each too small to be depicted separately~ould with a judicious 
combination of the areas retain, very closely, the original chart characteristic. One 
of the limiting factors of this process is that there is no fixed rule for the degree of 
detail to be shown at various scales; the end-user must dictate what is of most 
value. · 

Line Feature Combination. If the scale change is substantial, it may be 
impossible to preserve the character of individual liner features. As such, these 
linear f eaturcs must be combined. As an example, both divided highways and 
railroad yards are normally represented as two adjacent lines, with a separating 
distance between them. Upon scale reduction, these two lines require that they be 
combined into one positioned approximately half way between the original two. 
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Area and Line Feature Collapse. As scale is reduced, many features shown 
as areas must eventually be symbolized as points or lines. The decomposition of 
line and area f eaturcs to point f eaturcs, or area features to line feature, can also be 
thought of as a generalization process. Settlements, airpons, rivers, lakes, islands, 
and buildings, often ponrayed as area f'eatures on large scale charts, can become 
point or line features at smaller scales. Areal tolerances guide this transformation. 

Point Distribution Refinement. In many cases, areas that arc encountered 
containing similar point features that arc either too numerous or too small to show 
to scale, no anempt should be made to show all the points. Instead, a representative 
pattern of the symbols should be added to cover the area, augmented by an 
appropriate explanatory note. Here, the point features should be thinned out; 
howevcr,··the general pattern of the features must be maintained with the features 
shown in their correct locations. This typification process retains the general 
characteristics of the points at a reduced complexity. 

Line Network Refinement. In many cases, areas that are encountered 
containing similar line features that arc either too numerous, too small, or too close 
together to show to scale, no anempt should be made to show all the lines. Instead, 
a representative pattern of the symbols should be added to cover the area, 
augmented by an appropriate explanatory note. Herc, the line features should be 
thinned out; however, the general pattern of the features must be maintained \\ith 
the f caturcs shown in their correct locations. This typification process retains the 
general characteristics of the lines at a reduced complexity. 

Area Polygon Refinement. In many cases, areas that arc encountered 
containing similar area features that arc either too numerous. too small, or too close 
together to show to scale, no attempt should be made to show all the areas. Instead, 
a representative pattern of the symbols should be added to cover the area, 
augmented by an appropriate explanatory note. Here, the area features should be 
lh.iMed out; however, the general pattern of the features must be maintained with 
the features ·shown in their correct locations. This typification process retains the 
general characteristics of the areas at a reduced complexity. 

2.2.3.2.1 Al&orithrns for Conversion/Refinement 

On the following pages, a sample of the types of algorithms that could be used for 
various aspects of the feature type conversion/refinement procedures arc discussed. This 
section docs not provide designs for new algorithms; instead, it merely repons on existing 
algorithms within the cartographic literature. It wi~ be immediately obvious that existing 
research in these areas of generalization lag far behind that of line simplification discussed 
previously. It should be noted that the follwoing algorithms can be applied to different 
features than they were originally intended for. For instance, a derivative of the Drainage 
Network Refinement procedure could be used to suppon a typification process to select a 
representative pattern of piers, piers in ruins, or some other disjoint network feature. 
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Building Combination 
REFERENCE: 

Lichtner, W. (1978). 
ALOORI1HM DESCRlPTION: 

The generalization of buildings can be seen to operate in stages: (1) selecting 
and emphasizing the small buildings; (2) simplifying the building outlines; and 
(3) combining the buildings. Lichtner suggests that buildings be combined by 
ascenaining if the distance between the buildings falls below a minimum 
distance and, if so, then attaching the smaller building to the larger and 
combining the individual outlines to create a new larger building symbol. The 
basic principle in the combination of buildings is to move the smaller to the 
larger buildings. To achieve this goal, all buildings within some "generalization 
area" are soned according to increasing size. Beginning with the smallest 
building, the immediately adjacent buildings are found, and the smallest gap to 
an adjacent building is found and compared to the gap limit imposed by the 
algorithm. If it falls within that limit, the smaller building is moved to the larger 
one. If several buildings are situated too close to the original one, they are 
moved against the adjacent building with the smallest gap distance. 

Settlement Selection by Population/Location 
REFERENCE: 

Peucker, T. (1973). 
ALOORI1HM DESCRIPilON: 

Many algorithms exist to automatically select settlements from a data base to be 
shown on charts. Poiker's (then Peuckcr) algorithms operates by first drawing 
an imaginary circle around each town whose radius is inversely proponional to 
the population of that town. Thus, a small town has a large radius and a large 
town has a small radius. No other town may intrude into the area of this circle. 
Settlement density is controlled by an exponent a. The selection process begins 
with the largest settlement. adding to it the other settlements one by one, largest 
to smallest, which do not fall within the radii of any of the previously selected 
settlements. The formula used to compute the radii is: 

radi (I) = (reference city population )i f; radi 
us population (l) ) •re crence us. 

Settlement Selection by Nearest Neighbor 
REFERENCE: 

Peucker, T. (1973). 
ALOORl1HM DESCRIPI10N: 

The Nearest Neighbor Index (R) is normally used to estimate clustering or 
dispersion processes in a distribution to select an appropriate areal distribution 
of settlements. R is computed for the five largest settlements, and recomputed 
as settlements are added to the distribution in order of decreasing size. A 
decrease in R denotes "increased cluttering; hence, a settlem~nt is selected only if 
its introduction to the distribution increases or causes no change to R. 
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Uniform Density Law 
REFERENCE: 

Topfer, F. and W. Pillewiz.er (1966). 
ALGORITiiM DESCRIPI10N: 

The extent to which details can be retained might be s~ificd with fonnulas 
similar to the uniform density law derived from Tepfer and Pillewizcr to relate 
the number of features n J on a map at scale M J.10 be retained from a source map 
at scale Ma having na features. Yet their formula n1 = n8..)MIJMJ docs not 
directly address local feature density, which relates more directly to map clutter 
than does the aggregate number of features. 

Drainage Network Refinement 
REFERENCE: 

Catlow, D.R. and D. Du (1984). 
ALGORITiiM DESCRIPTION: 

Drainage networks, because or their interaction with many of the other 
geomorphological characteristics of the region being mapped, must retain their 
basic geographic characteristics at the reduced scale. Catlow and Du introduced 
a Data Rationalisation, Stream Ordering, and River Generalization to refine 
drainage networks. First. each river segment is joined into a topological data set 
to ensure continuity of the lincwork. Next, each river segment is divided at a 
point where neighboring items overlay or touch it. This now sets up the 
drainage network such that the number of river data items corresponds to the 
number of river segments, and each river confluence is defined by a data node. 
A stream ordering method-such as that proposed by Strahler (1952}-is then 
used to place a stream order code and a catchment area code on each data item. 
A data point is then insened at the mouth of each drainage network, and the 
connecting river segments to these seed points are then identified. Stream orders 
arc now calculated based upon the number or linking items. 

Although selecting all stream order 1 streams is a simple method of distribution 
refinement, it docs not produce an acceptable product because drainage 
networks arc considerably reduced in length, while single river systems without 
hcadstream tributaries arc automatically omitted. Thus, it is necessary to 
consider the more imponant or the stream order 1 rivers, whether they form 
simply a single-river system, or whether they area part or a larger drainage 
network. The gcncraliution process is, then, best pcrf onncd by selecting not 
only on the basis of stream order, but also on length of order 1 segments, 
islands on the basis of area; and lakes on a combination or area and their 
relation to rivers in the drainage network. 

Polygon Refinement through Epsilon Filtering 
REFERENCE: 

Chrisman, Nicholas R. (1983). 
ALOORinlM DESCRIPTION: 

This algorithm, developed as part of the ODYSSEY system for geographic 
information processing at the Laboratory for Computer Graphics (Cambridge. 
MA), is similar to the work of Julian Pcrkal (1965). The program starts with a 
topologically structured fl.le of polygonal boundary lines and uses a geometric 
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search strategy of divide-and-conquer to limit search requirements. Clusters 
form while examining line intersections in which a cluster groups all points that 
can be linked together by a chain of epsilon tolerances. Point selection to depict 
the area boundary is accomplished by selecting the point within epsilon of most 
other points. Once the points are selected, some lines are moved to become 
congruent. This allows double-line feature (rivers, inlets) to be convened to 
single-line features, and also suppons the attachment of small islands near 
shores to become pan of the mainland. 

CanoarapfiU tjeM~Atilm f(Jport C~Otj'E."{. ~cram 
~"8' 52 'lrcpon4 '1g !>~ tjownunent Sysum C"'Ptll'Gtion 



2.2.3.3 feature Displacement 

Feature displacement, or conflict resolution, techniques arc used to counteract the 

problems that arise in feature conflict detection. The interest here lies in the ability to off set 

feature locations to allow for the application or symbology. The graphic limits or a chan 

make it necessary to move features from what would otherwise be their true locations. If 

every feature could realistically be represented at its true scale and location, this 

displacement would not be necessary. Unfonunatcly, however, feature boundaries arc 

often an infinitesimal width; when that boundary is represented as a canographic line, it has 

a finite width and thereby occupies a finite area on the chan surf acc. These conflicts nee.d to 

be compensated for by shifting the features from their true locations, modifying the 
features, or deleting them entirely &om the graphic. 

In the following discussion, conflict detection and canographic cost resolution arc 
the processes required to automatically detect and resolve conflicts between symbolized 
topological entities in graphic products. Product specific rules, standard r.iles, special 
feature-(o-f eature rules, and general cartographic rules arc utilized to define and dctcmm:ic 
what constitutes a conflict, as well as how to resolve a conflict. Conflict detection and 
resolu.tion rules are used to: (1) determine the candidate conflicting feature types; (2) define 
the pairwise conflicts between features based on coincidence, overlap of symbols, or 
proximity of symbols; (3) provide funher definition of complex conflicts involving 
structural relationships between objects in pairwise conflicts; and (4) for each conflict 
defined, provide the resolution strategics possible, and the cost or each resolution strategy. 
The canographic cost of a resolution strategy is defined here as the degree of reduction in 
chan accuracy, information content. and quality as a result of affecting a specific resolution 
Strategy. 

2.2.3.3.1 Conflict Detectio_n 

Conflict conditions requiring detection and resolution include cases of: (1) 

Proximity; (2) Overlap; (3) Special Cases; (4) Coincidence; and (5) Exceptions. 

Proximity. Two topological entities are proximatrial if their separation at any point 
is < s mm, where s is product specific and variable with scale. Entities can be 
described as coalescing, too close to plot. etc. 
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Overlap. Two topological entities overlap if their associate.d symbols intersect and 
their centerlines do noL This case is also ref erred to as an overprint Overlap cases 
may be acceptable in specific examples or unacceptable and requiring canographic 
cost resolution. 

Special. Includes special conflict conditions or geomeaic patterns such as parallel 
lines and sandwich effects. 

Coincident. Two topological entities coincide if they ·share the same topology. 

E:1ception. Under ccnain circumstances the listed conflict rule docs not apply and 
the exception is invoked. 

2.2.3.3.2 Conflict Resolution 

The baseline for resolution of canographic conflicts between symbolized 
topological entities can be comprised or a rule set and a hierarchical listing of symbolized 

features according to their value to the product and the end user. The rule set is dcfine.d as: 

General Rules. These rules provide general guidance in the formulation of the 
chan product 

Product Specific Rules. Product specific rules arc tailored for a particular 
product(s). Items of interest for the chan producer arc offered here detailing any 
special treatment requirements for symbology. exceptions to standard rules. and the 
identification and guidance for treatment of required or critical information and 
features. 

Standard Rules. Standard rules are those rules generated when no specific 
product oriented rules arc available to resolve a conflict. 

Special Feature-to-Feature Rules. These rules arc invoked to determine if a 
conflict exists for a pair of features when no specific rule addressing the two 
features is available. 

In order to select the best resolution strategy for implementing a rule a means is 
needed to assign a relative cost to a particular binary conflict resolution action. Candidate 
resolution strategics include displacement, deletion, symbol alteration, interruption, 
replacement or special symboliz.ation. Each method of resolution can be associated with a 
set of canographic costs for the fea~s involved. In deletion, a feature symbol mat would 
have appeared on the chan in the absence of a conflict is removed. This creates a reduction 
in the chart's information contenL The degree of information content reduction is ~lated to 
the deleted feature's importance. A fea~ displacement hierarchy which represents a view 
of features' relative imponance may serve as an initial ranking. In feature deletion, certain 
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features, such as key landmarks, may never be deleted. For these features a deletion cost 

that is prohibitively high would be assigned. C.Onversely, certain feature's inclusion in the 

chan may be optional (that is, they may be removed if they arc located in a congested area). 

These features could receive a deletion cost of zero to indicate no cost associated with 

deleting such a feature. 

When the centerline of a feature (and therefore its symbology) is moved or 

displaced from ground trUth, the accuracy of the chan is reduced. The degree of reduction 

in accuracy is a function of the overall amount of movement as well as the specific feature 

involved. Certain features, such as spot elevations, may never be moved. These features 

would therefore be assigned a very high cost of movement. Less imponant features when 

moved may have a lesser impact on the quality of the chan and would therefore be assigned 

a lower cost of movement. Cost of movement would consist of the weight of a features 

i~ponance multiplied by the overall distance of displacement. For line features, the 

displacement distance would be the summation of the individual movement distances for 

each node. 

The other resolution methods, including symbol change or alteration, interruption, 
and scaling have a less well defined impact on the quality of a chart. Used properly, these 
methods, since they retain the feature symbol in its proper location, may not have any 

negative impact and may be assigned a zero cost of resolution. 

For each of the resolution strategics that affect cost a quantitative weight is 

generated to be applied to each feature included in the product. This weight, based on the 

feature hierarchy, the rules, and other information, will be a measure of a specified 

feature's relative impact on chan accuracy and quality when subjected to displacement, 

deletion. symbol change, etc. The following illustration contains three categories off actors 

related to the chan product. which individually could have a weight assigned to assist in 

determining the impact of the cost of conflict and its resolution to the overall accuracy or the 

product 
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ost o ost o on hct ost 
Resolution Strate v Resolution Factors Re uirements 

ost for Alteration eature Type Horizontal Accuracy 
Cost for Deletion Distance V enical Ac.curacy 
Cost for Interruption Total Number of Displacements 
Cost for Movement Method of Resolution 
Cost for Scaling Total Product Features 
Cost for Rotation Type Conflict 
Cost for Displacement Condition of Conflict 
Cost for Replacement Known Factors 
Cost for Exceptions Unknown Factors 
Cost for No Action Taken 
Cost for Chan e 

With the weighting of the factors presented above, the cost of resolution of a 

conflict can be mathematically detcnnined.. The conflict cost requirements (product accuracy 

requirements), will set the ultimate goal of acceptance of the product Analysis of known 

factors as well as unknown factors will be the next step in the process of determining the 
exact method which can be used for determining cost 

A determination of acceptability accuracy tolerances for the chart product entering 

the Conflict Detection/Resolution phase of finalization must be determined. ~is 

determination must reconcile the goal state of generating a product with a 100% accuracy 

rating, with the reality that the other phases in the cycle of product generation take away 

from the ideal situation of 100% accuracy and require conflict resolution to bring the 

product up to acceptable accuracy tolerances? 

The detection and resolution of canographic conflicts arising from the need to 

portray real-world features at a greatly reduced scale while maintaining chan readability is a 

task ttaditionally dependent on canographcrs' skill and judgement. In this analysis it is 

demonstrated that it is feasible, for a specific chan produc'9 to define a comprehensive set 
of requirements for conflict detection and resolution. These requirements, organized in 

matrix fmm. can be used to quickly determine if two chan features can create a conflict due 
to the overlap, proximity or coincidence of their symbology. Given that a conflict docs 
exi5'9 the concept of canographic cost represents a means to select the best Ocast costly) 

confiict resolution strategy. Although more work is needed to compl~te the requirements 

for all problems these results demonsttatc that this approach is a practical one. 
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2.2.3.4 Feature Smoothin~ 

Once a set of canographic features have had the shape-, or boundary-describing 
points reduced to a minimum, the lines can be adjusted to produce more natural-looking, 
smoother lines. Smoothing Algorithms are a major category of algorithms which operate on 

a line by physically moving point coordinate locations. Essentially, these algorithms 

produce a derived data set. which has had a cosmetic effect applie.d to it. Here. coordinates 
arc shifted from their digitized locations. This is accomplished by diminishing variations in 

direction and reducing angles. In general, smoothing operators do not remove coordinates 
from the data file, they merely readjust their locations. The context of this section will be to 
view how smoothing algorithms can be applied to MC&G data once all the required 
features for a given product have been selected and simplified. Four major types of linear 
smoothing algorithms can be found in the literature. They arc: (1) Averaging; (2) Epsilon 
Filtering; (3) Arc Substitution; and (4) Waveform Processing. Examples of each are 
presented on the following pages. 
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2.2.3.4.1 Averaging 

Averaging Routines are those in which a local number of coordinate locations are 
summed and averaged to provide a new location for some nr.h coordinate in the set. 

Simple Averaging 
REFERENCE: 

Koeman, C. and F.L.T. Van der Weiden (1970).36 
ALGORITHM DESCRlPTION: 

Averaging is a means of smoothing se.quential x,y coordinate data by taking an 
average value for a set of recurring values along a line. These are generally 
referred to as moving averages, as the average is computed while processing 
along a string of x.y coordinates. A simple moving average will derive points 
for plotting by taking an unwejghted mean of the positions of every N stored 
points, where N is an integer specified by a canographer. 

GRAPHIC EXAMPLE: 
Oriainal Line PS Smoothed Line 

p p 

2' 

4• M' is lhe result 
of averaging 

3• • P3',P4, Ir. PS 

Pl' is the 
result of 

P3' is 1he result 
oI averaging 
P2'.P3. &: P4 

averaging 

In the figure above, a sample line contains S coordinate positions. Point Pl is 
replaced by the average position of the ttiad of points Pl, Pl, and P3. A new 
triad of points is examined, and P3 is now replaced with the average position of 
points P2', P3, and P4. The process continues until the smoothed line contains 
five modified coordinate positions (points Pl, Pl'. P3', P4', and PS). 

ADV M"TAGE: 
Sttaightforwani programming. Algorithm can be modified to retain the starting 
and ending points of a line. 

DISADVANTAGE: 
Algorithm is influenced by starting poinL Tends to distort peaks and troughs. 
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Averaging (continued) 

\\'eighted Moving Averaging 
REFERENCE: 

Tobler, Waldo R. (1966).37 
ALGORrrnM DESCRIPilON: 

The moving average is augmented by weighung. The method assigns weighting 
values to each point in the calculation in order to increase or decrease its 
influence on the final point position. Generally, the central point in the set is 
weighted most heavily since it is the point being moved and moving it too far 
could seriously affect the character of the line. The weighting factor and the 
degree of smoothing bear an inverse relationship, with higher weighting factors 
resulting in lower smoothings. The weighted average coordinate positions 
(using a weighting factor W) arc computed as follows: 

., X1+WX2+X3 y Y1+WY2+Y3 
A = W + 2 and = W + 2 

GRAPHIC EXAMPLE: 
Original Line ---Smoothed Lines 

........... W=2 (severe) 
--- W=S (minor) 

In the figure above, an original line has been shown as a solid line connecting 5 
coordinate pairs. In addition, two smoothed lines are represented. The 
combination dashed/doned line represents a minor or moderate smoothing of the 
original line, based upon a weighting factor of S. The dashed line has had a 
weighting factor of 2 applied to it and, therefore, results in a more severe 
smoothing. 

ADVANTAGE: 
Data can be repeatedly smoothed by subsequent applications of this algorithm. 

DISADV AA7AGE: 
Influenced by its starting point. Diston peaks and troughs, but less than simple 
averaging. Places more emphasis on the middle points being averaged. 
Smoothing level is dependent on weighting factor. 
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Averaging (continued) 

Forward-Look Interpolation 
REFERENCE: . 

Boyle, A.R. (1970). 
ALGORITHM DESCRIPTION: 

Algorithm was designed to be applied to the data at the plotting stage. Plotting 
begins from the first point in a line segment (start point), with the ploner being 
driven towards the Nlh point along the line (end point), where N is an integer 
specified by the canographer. Plotting is halted when 1/N distance is reached 
along this line. The direction is recomputed to the next end point and plotting 
continues. As a result, a series of small vectors are created which vary from one 
another by only a small angle. 

GRAPHJC EXAMPLE: 
Ori1inal Line Simplified Line 

Ploned 1..ine 

Forward-Loo~ 

In the figure above, a sample line contains 7 coordinates. Assuming that we are 
employing a four-point forward look interpolation, plotting will commence, 
aimed four points down the line, and continue until it reaches 1/41h the distance. 
At this point a coordinate position is accepted and ploning is redirected towards 
the next point down the line. Note how the simplified line is displaced 
substantially from the original line. 

ADVANTAGE: 
None. 

DISADVANTAGE: 
The computer is required to compute the distance from the start point to the end 
point every time the procedure is repeated-its application at the plotting stage 
will slow down plotting time considerably. In addition, the resultant line will be 
displaced somewhat from the original line. The caricature of the simplified line 
is highly dependent on the amount of forward look (such as 4 point versus 10 
point). 
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2.2.3.4.2 Epsilon Filtering 

Epsilon Filtering Routines arc those in which an £-generalized zone is created 
around a linear f eaturc by rolling a ball along the linear edge to eliminate regions of 
divergence. 

Epsilon Generalization (Perkal's Rolling Ball) 
REFERENCE: 

Perkal, J. (196Sb). 
ALGORITHM DESCRIPTION: 

J>crkal examined difficulties of length measurement and proposed a simple 
concept for linear generalization with the use of a circle of diameter epsilon t. 
Herc, the degree of generalization (smoothing) is defined by a real number t 
which represents the length of a line segment. This line segment is considered 
to be the diameter of a circle rolling along a line. If the line as considered to be a 
hard surface, and the circle a wheel rolling on that surface, the circle would ride 
over the narrow ruts in the surface. Those points, or indentation, which are not 
covered or touched by the edge of the circle arc eliminated. Points that are 
touched by the circle arc retained. 

GRAPHIC EXAMPLE: 

In the figure above, note that within a region D, some points P included within 
the region have the propeny that there exists a circle of diameter E which lies 
entirely within D and which contains the point. There arc, however, points Qin 
D, such that no circle of diameter£ can contain the point. The use of a larger ball 
(that is, a larger t) would result in greater divergence and thus greater 
generalization. 

ADVANTAGE: 
Reasonable approach for line smoothing necessitated by scale reduction. 

DISADVANTAGE: 
Can be applied to both sides of a line and to produce two lines known as the £­

generalized-boundary. The area between these two lines can be represented by a 
"heavy line," which would be aesthetically displeasing. Secondly, some 
features would be more simplified than others, and no provision is made for the 
graphic exaggeration of important features. 
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Epsilon Filtering (continued) 

Epsilon Generalization (Brophy's Rolling Ball) 
REFERENCE: 

Brophy, David M. (1973). 
ALGORllllM DESCRIPTION: 

Formulated after Perkal, is a complicated, interactive algorithm designed to 
affect scale, line width, generalization levels, and exaggeration or elimination of 
features. Linc smoothing algorithm is based on systematically moving each 
point toward the center of curvature along the radius of curvature. This is 
guided by the curve being represented by approximating polygon of known 
vertices location. The program consists of operator-controlled components: 

l. Determination or a sublet or equally lplCed points along die line on die basis or scale 
reduction. 

2. Re-definition of &he curve by COMecting die coordinate pairs u a series or &angent 
points or finite width and equal lO the line weight or die simplified line. 

3. Selection or optional control points to retain critical points. 
4. Elimination or unwanted features. 
5. Systematic smoothing or u.aggeration of non-siraight sections of line. 
6. Generation or plotting commands. 

The smoothing operator (S), is affected by curvature. Each individual point is 
processed sequentially. Every Nlh data point from the point under consideration 
defines a polygonal curve which approximates the actual curve. Around the 
point under consideration, A. a triangle is formed and an inscribing circle is 
placed within it. Simplification is achieved by moving the point toward the 
center of the intangent circle of the triangle. Th.is amount of movement is 
proportional to N, and specified by the operator as the level of generalization. 

GRAPHIC EXAMPLE: 
A 

Ori1inal Line 

In the figure above, an example of Brophy's smoothing algorithm shows point 
A being moved towards the center C of the in tangent circle. 

ADVANTAGE: 
Theory is based on sound mathematical and geographical reasoning. The 
interactive mode of operation is highly desirable. 

DISADVANTAGE: 
Very complex and high computation time. 
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2.2.3.4.3 Arc Substitution 

Arc Substitution Routines are those in which a mathematical representation of the 
original line replaces the original line. 

Pseudo-Hyperbola 
REFERENCE: 

Vanicek P. and D.f. Woolnough (1975). 
ALGORm-IM DESCRIPTION: 

The algorithm works on the principle of expressing generalization by a theorem 
applicable to any arc. Essentially, the digitized line is replaced by a series of 
segments or arcs of known radius. More specifically, the parameters of the 
curve are trans! onned into a set of pseudo-hypcrbolae. Originally developed as 
a mathematical packing method, each digitized line is transformed into linear 
segments, such that no point lies outside of a given tube of tolerance epsilon (E), 
surrounding the original curve. The coefficients of the pseudo-hyperbolae are 
determined using a set of x and y coordinates of line data, input and output 
scales, digitizer increment and the final required plotting accuracy £. The 
equation for the coefficients of pseudo-hyperbolae may be expressed as y = 
± (c1 + c2)/(x + c3). By taking the average direction of the first three points in a 
stream of coordinates, successive points arc selected until they fail to lie within 
a tolerance of '1'-idth ±8£. Using the beginning and ending points of this segment 
for proper direction, a check is made to detennine if the internal points lie within 
a ±It corridor. A new pseudo-hyperbola from this last point is defined in the 
direction of the previous segment, and sampling for the next segment proceeds. 

GRAPHIC EXAMPLE: 
None provided. 

ADVM!AGE: 
Will pack coordinates to a minimum number required for a given resolution. 

DISADV M'T AGE: 
The longer the segment lengths, the fewer the segments, and consequently the 
greater the reduction in the amount of data stored. Thus, the packing procedure 
produces two coordinate points and an intcrlying segment for storage. It will 
pack coordinates for curves which arc to be reproduced at the same scale too. 
TI1ere may be more than enough points on the curve to reproduce it with a given 
resolution and, if so, this program will reduce the number of points to the 
minimum required for any given resolution. Will not work for closed loops. 
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Arc Substitution (continued) 

Polynomial Curves· 
REFERENCE: 

Breward, R.W. (1972). 
ALGORITiiM DESCRIPTION: 

A polynomial is an algebraic expression having more than one term that has 
received a lot of attention in shape description. Shapes generally cannot be 
equated with single value functions, and arc commonly represented in 
parametric f'orm; this is where a two-dimensional shape is represented by a set 
of parameters t for each coordinate of a point location (x,y). Each coordinate of 
a point is represented by a function of one or more parameters. The line is 
represented by a series of polynomial equations, where the coefficients of the 
fitted polynomial and end coordinates of the contour section are stored. 

GRAPHIC EXAMPLE: 

y 

x 
In the figure above, an example of a parametric polynomial curve is shown. 
Here, each point on the original line is represented by the coefficients of a 
polynomial. In this case, the curve shown can be represented by a polynomial 
equation defined by: 

z.J...:J! ad 1 
1 

t., 
l • t' • ~ 

•&
ADVANTAGE: 

Can save 85% in storage. To obtain the original coordinates, the polynomials 
arc simply evaluated at successive positions along the line. 

DISADVANTAGE: 
Computation time is significant. Furthermore, the choice of criteria for 
terminating the process and the means of splitting the contour into sections is a 
problem. To terminate, Breward suggested that the procedure be stopped when 
the klh order polynomial provides a worse fit than the k-1 order equation. 
Splitting the contour is done by a segmentation which has optimized the savings 
in storage versus the possible loss of accuracy. 
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Arc Substitution (continued) 

Bezier Curve 
REFERENCE: 

Bezier, P. (1971) in Clark, J.H. (1974).38 
ALOORmiM DESCRIPTION: 

A Bezier Curve is a method of curve description that is associated with the 
vertices of a polygon defining the curve shape. The curve can be defined by an 
open polygon, only the first and last venices of which actually lie on the curve, 
other venices describe the order and shape of the curve. Changing the venices 
of this polygon will alter the curve shape in that area of the curve. Thus, the 
user can vary die curve shape and order by controlling the input parameters until 
the desired shape is reached. The mathematical basis or the Bezier Curve is a 
polynomial blending function which inte!polates between the first and last 
venices, and operates globally on a curve. 

GRAPHIC EXAMPLE: 
Original Line -­

Smootbed Line --

In the figure above, a Bezier Curve has been generated for the 10 coordinate 
points on the line. 

ADVANTAGE: 
None. 

DISADVANTAGE: 
Two characteristics of Bezier Curves limit their flexibility. First, there is no 
local control of the curve; if one point (polygon venex) is altered, the cur\'e 
changes shape throughout its length. Second, the number of polygon venices 
specified fixes the order of the resulting polynomial which describes the curve. 
So, the only way to reduce the order of the curve is to reduce the number of 
vertices and, obviously, the only way to increase the order of the curve is to 
increase the number of vertices. 
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Arc Substitution (continued) 

B-Spline 
REFERENCE: 

Riesenfeld, R.F. (1972) in Clark, J.H. (1974).39 
ALGORilllM DESCRIPTION: 

B-Splinc theory is a spline function associated with the vertices of a polygon 
defining the curve shape. The curve can be defined by an open polygon, only 
the first and last vertices of whlch actually lie on the curve. This theory operates 
in a non-global, or local, realm. Each vertex of the polygon defining the curve 
affects the shape of the curve only over a range or parameters su..,-ounding it. 
The B-Spline also allows the order of the resulting cmve to be changed without 
changing the number or derming polygon venices. Similar in theory to the 
Bezier Curves, B-Splincs arc mathematically based on a polynomial blending 
function which interpolates between the vertices of the defining polygon. 
However, here the blending function is formulated differently. A B-Spline 
curve is a weighted average of the vcncx coordinates with the basis functions as 
weights (each venex is associated with a unique basis function). 

GRAPHIC EXAMPLE: 
Ori1fn.i Line -­

Smoo&btd Line --

In the figure above, a B-Spline Cmve has been generated for the 9 coordinates. 
ADVANTAGE: 

B-Splinc curves arc more desirable for geographic data than Bezier Curves 
because they operate locally and will smooth a line more gently. 

DISADVANTAGE: 
No canographic basis. There is little local control of the curve; if one point 
(polygon venex) is altcre.d, the curve changes shape throughout its length. 
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2.2.3.4.4 Waveform Processing 

Wavcf onn Processing Routines are those in which the line is D"Catcd as a repetitive 
waveform that can be decomposed into a series of harmonic constituents with known 
amplitude and frequency; smoothing operates on these constituents. 

Fourier Analysis 
REFERENCE: 

Anstey, N.A. (1965). 
ALGORrniM DESCRIPTION: 

The basic concept is to fitting sine waves to a curve. The principle behind 
Fourier analysis is that a line can be d~omposed into its hannonic constituents. 
Thus, any repetitive wavefonn can be viewed as the addition of sine or cosine 
waves whose frequencies arc integral multiples of that basic repetition. The 
ba~ic repetition is called the fundamental, and the frequencies which are "x" 
times the fundamental, are called the harmonics. The algorithm, then, can 
analyze a line and break it down into a series of waves of known amplitude and 
frequency. For smoothing, once the harmonic constituents are calculated, the 
smallest can be eliminated and the others recombined to create a new line; the 
smallest being considered as insignificant, or noise, in the data set. 

GRAPHlC EXAMPLE: 
Original Line 

~ 

~ 

~ 

Simplified Line Decomposition 

In the figure above, an example of Fourier Analysis is shown. Herc, the 
original line (curve) has been decomposed into 3 sine waves. The smallest 
frequency sine wave, C, has been omined as noise. Sine waves A and B are 

. recombined to produce a smoothed version of the original ~e. 
ADV AA"T AGE: . 

None. 
DISADV AA"TAGE: 

Operates globally on the whole line ·at a time and therefore takes much time (and 
also more money) for computation. The major problem with the procedure is 
that it cannot cope with a line that doubles back on itself. It can only process 
sine ·waves, where for every location on the x-axis there is only one y-value. 
Removal of noise may, in fact, be destroying the characteristic, or shape­
describing, inflections in the line. 
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Waveform Processing (continued) 

Hysteresis Smoothing 
REFERENCE: 

Ehrich, R.W. (1978). 
ALGORllHM DESCRIPTION: 

Algorithm operates by passing a hysteresis cursor, or tolerance band, of known 
width along a line to decrease the amplitude of the peaks and troughs in the 
wave. The tolerance band should have a width at least equal to the longest peak 
or valley to be removed As the cursor is moved a1ong the line the cursor looks­
ahead, and peaks and valleys whose amplitudes are smaller than the cursor size 
are eliminated. 

GRAPHIC EXAMPLE: 

Original Lin 

Hysteresis Cursor 

Trougli eliminated 
~ausc it is less 

1han hvstercsis cursor 

resis cursor 

In the figure above, an example of Hysteresis Smoothing is shown. As the 
Hysteresis cursor, or tolerance band, is moved along the line, peaks and valleys 
whose amplitudes are smaller than the cursor size are eliminated. 

ADV Al\'T AGE: 
Simple and relatively fast method of removing minor fluctuations or noise from 
a random line. Has an advantage over linear or global filtering in that it can 
remove small waveform fluctuations without reducing resolution. 

DISADVANTAGE: 
Can not function on lines which double back or on lines that arc extremely 
sinuous, thus its utility for most canographic lines is limited. 
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2.2.3.5 Data Compaction 

Once all the canographic features have been smoothed to produce more 

aesthe~cally-pleasing representations, the digital data is now ready f OT its final stage of 

reduction. Compaction algorithms operate on the storage structure of the information and 

address the physical data formats of the logical data. Iss~es at this level inch:de the degree 

to which logical structures are computed or encoded. 

In general, compaction operations do not remove coordinates from, or adjust 
coordinates within, the data file. The context of this section will be to view hov.· 

compaction algorithms can be applied to MC&G data once all the required features for a 

given product have been selected, simplified, and smoothed. 

Vector digitization results in the collection of large volumes of data. The 

development of coding schemes for vector data has hinged primarily on the need for data 

compression, with specific concern to the type of data captured and stored, as well as the 
techniques utilized to process and manipulate the data. The most common data structure for 
canographic applications is the linear list.40 The most prevalent linear-list substructure in 
cartographic use today is chain coding. The chain code is a slope-intrinsic representation of 

a shape that has been used extensively for representing curves OT sequences of points. 

Although many other types of compaction algorithms can be found in the literature, only 

the Chain Coding type is ~scussCd because of its prevalence. Chain coding can have many 

variations, and examples of each are presented on the following pages. 
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2.2.3.5. l Chain Coding 

Chain Coding algorithms produce a compressed data set, which has had a 

compaction applied to it to reduce the amount of storage required to represent the feature. 

Basic and Differential Chain Coding 
REFERENCE: 

Freeman, Herben (1961).41 
ALGORITiiM DESCRIPnON: 

The simplest way to describe a curve is to re.cord x,y coordinate pairs for each 
point on the curve. This method of storage is inefficient, however, and can be 
improved by recognizing that any single point in a rectilinear array has only 8 
possible nearest neighbors. 

The chain coding scheme records x,y coordinates 
relative to a previous location in tenns of direction. 
An entire curve can be described by an initial x,y 
position followed by a sequence of directions to 
adjacent points. If the nth point of the curve is at 
position (ij), then the chain element corresponding 
to the change in position from nth point to the (n+l)'t 
point is shown in the figure to the right. 

6 

1 

Several variations of the basic chain code have been off ercd to improve 
efficiency. One of these is a differential chain code where points arc represented 
by a difference between two successive absolute points. The number of 
directions is the same as the basic chain code but arc given the values; 0, ±1, 
±2, ±3, ±4. For smooth curves, the values 0, ±1 occur more frequently. This 
makes it possible to utilize a variable-length encoding scheme with the 
differential chain code. Pavlidis has found that such an encoding usually 
requires no more than two bits per point on the average. 

GRAPHIC EXAMPLE: 
None provided. 

ADVANTAGE: 
Simple and relatively fast method of compacting data. 

DISADV Mi AGE: 
Plotting times arc increased since data requires decompaction. 
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Octant and Quadrant Chain Coding 
. REFERENCE: 

. Baudelair, P. and M. Stone (1980). 
ALGORITiiM DESCRIPTION: 

Two additional variations on the differential chain code have been described. 
The first one is based on the concept of quadrants and uses two bits to represent 
the differential increment. This scheme divides the eight possible curve 
directions into four quadrants represented by 0, 1, 2, or 3. Within each 
quadrant there are three possible directions or increments which arc assigned the 
vaJues l to 3. The encoding of a curve would start with the quadrant number (0 
to 3) followed by the increment codes (1 to 3) and terminated by a 0. The 
second scheme divides the set of eight possible directions into eight quadrants. 
Within each quadrant there arc only two possible directions which can be 
represented by one biL Two bit streams arc used: one indicates the octant 
followed by the number of one-bit increments; the second holds the actual one­
bit incrcments.42 

GRAPHIC EXAMPLE: 
(0,5 

, 
] ' 

6,5) , 
' 

, 
' (0,0 6,0) 

-

In the figure above, an example of Basic Chain Coding is shown. nonnal 
canesian coordinates, this linear feature of 8 points would be represented as 
(2,3), (3,4), (3,5), (4,5), (4,4), (3,4), (5,2), (6,2). In basic chain coding, the 
same line would be (2,3)1206670. Using the variable-length differential chain 
code, the same line would be represented as +l, +2, 0, -2, -2, -1. 0 (which 
would be encoded as 010111001111011110110). 

ADV AA"T AGE: 
This basic chain code scheme only requires 3 bits to store the direction, thus 
providing substantial savings in storage and is computationally efficient. The 
octal method offers the advantage of understanding the behavior of a curve by 
examining the octant codes alone. The higher order chain codes appear to 
provide potential advantages to canographic data because of improved 
efficiency in storage, smoothness, and reduced processing times. 

DISADV ANTAOE: 
Since the chain code is a slope intrinsic representation, it is not rotation 
invarienL In fact, rotating a curve can even change the length of the chain code. 
Higher-order chain codes arc more complex to encode .. 
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2.3 Endnotes 

IWhite, Ellen R. (1983). 
2Robinson, Anhur H., et al. (1978). 
3ibid (1978), p.1SO. . 
4McMaster, Robcn B. (1983a). 
5Monison, Joel L. (1978). 
&rhe selection process discussed previously will only be reviewed as it applies to the 
selection of features required for the presentation of a particular chart product or group of 
products. 
7The discussions on Line Simplification, Smoothing, and Compaction routines are more 
robust than the other areas of generalization for a number of reasons: (l) these areas have 
received greater attention in the literature; and (2) the algorithms and procedures arc much 
more well defined-this repon demonstrates our knowledge of the requisite subject 
materials, literature, and algorithms that are imponant to the development of the ANCS II. 
IThis form of linear point simplification is commonly referred to as line generalization. 
This includes all aspects of line manipulation such as simplification, smoothing, and feature 
displacement. 
9In computer-assisted canography, two basic fonns of computer-readable storage currently 
dominate: (1) data stored as strings of coordinates (as a result of lineal digitization or the 
conversion of raster data to vector form); and (2) data stored as.picture elements (remotely 
sensed or scanned). While the process of generalization can operate on both types of stored 
data, their implementation is quite different. Canographic feature data contained in the 
ANCS II MC&G data base, however, is envisioned to be in the form of coordinate data 
representing vector suings; as a result, our discussion of canographic generalization 
algorithms in this repon will focus there. Image coding techniques for pixel-based 
information arc outside the scope of this effon. 
IOMcMaster, Robcn B. (1983a). 
llMcMaster, Robert B. and K. Stuart Shea (no date) arc discussing these concepts in a 
forthcoming publication. 
12f. Tepfer and W. Pillewizer (1966). 
13It should be stressed to the reader that the generalization process is more complex than 
merely simplifying lines as is often thought to be the full extent of map generalization. 
14Shea, K. Stuart (1987a). 
15McMaster, Robert B. and K. Stuart Shea (no date) arc discussing these concepts. in a 
fonhcoming publication. 
16Monmonier, Mark Stephen (1983). 
17Shea, K. Stuart (1987b) discusses these concepts in a fonhcoming article. 
IBMcMaster, Rohen B. (1987, in press) discusses these concepts in a forthcoming article. 
19McMaster, Roben B. and K. Stuart Shea (no date) arc discussing these concepts in a 
f'onhcoming article. · · 
20for the time being, then, we arc limiting the analysis of the map to geomeaic evaluations. 
Other problems-such as whether a Stranded Wreck and a Sunken Wreck is more complex 
than two (2) Sunken Wrecks-is beyond the scope of this analysis. These product-specific 
conditions must be addressed separately. 
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21ffow these measures are combined is beyond the scope o(this repon. 
22Here, point buffer delineates the region around a point that accounts for the symbology. 
The same holds true for line and area features. 
23Wenheimer, M. (1958). 
24 As part of this effon, POSC developed a testbed environment for the analysis of linear 
simplification and smoothing algorithms. A review of this software is provided in 
Appendix B of this rcpon. 
25Jenks, George F. (1981). 
26Jenks, George F. (l 979). 
27Jenks has suggested that simplification routines may, in fact, reduce a data set by as 
much as 70% without changing the perceptual characteristics of the line. 
28McMaster, Roben B. (l 987) personal communication. 
29 Although the following discussion will deal primarily with the generalization (that is, 
simplification) of linear map features, it should be noted that features and not merely lines 
arc generalized. The reader should be cognizant of that concept. However, a solid 
understanding of simplification algorithms, a main constituent of the generalization 
process, is mandated. 
30McMaster, Robcn B. (1983b). 
31McMaster, Roben B. (1983), "A Quantitative Analysis of Mathematical Measures in 
Linear Simplification," unpublished Ph.D. dissenation, Depanment of Geography­
Metcorology, The University of Kansas. 
32see also Lang, T. (1971). 
33see also Peucker, Thomas K. (1975), Ramer, Urs (1972), and Reumann, K., and 
A.P.M. Witkam (1974). 
34McMaster, Roben B. (1983), "A Quantitative Analysis of Mathematical Measures in 
Linear Simplification," unpublished Ph.D. dissenation, Depanment of Geograph)'­
Metcorology, The University of Kansas. 
3SMarino, Jill S. (1978),. "Characteristic Points and their Significance in Cartographic Line 
Generalization, unpublished Masters Thesis, Department of Geography-Meteorology, The 
University of Kansas. 
36see also Gonschalk, Hans-Jorg (1974) and Lichtner, Werner (1978). 
37see also Connelly, Daniel S. (1971). 
38see also Gordon, W J., and R.F. Riesenfeld (1974). 
39see also Rogers, D.F. and J.A. Adams (1976). In addition to B-Splincs, Cubic Splines, 
Relaxed Splines, P-Splines, Q-Splines, and E-Splines can also be applied although their 
applicability to smoothing canographic feature data has not been assessed to date. 
oiOsee also Horowitz, E. and S. Shani (1978). 
4lsee alsoPavlidis, T. (1977) and Baudelair, P. and M. Stone (1980). 
42freeman has also produced higher-order encoding schemes based upon sixteen, twenty­
four, and higher chain codes. 
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3.0 NOS GENERALIZATION REQUIREMENTS 

Automating nautical chan production raises critical issues related to generalization 

including scale change, data selection, single versus multiple data bases, accuracy 

preseivation, the role or spatial data structures, and many others. In comparison to typical 

mapping applications, the nautical charting situation represents a particularly problematic 
area for automated generaliution and related issues. Nautical charts cover a wide range of 

scales, even over the same area of interest. Paragraph 2.2.1.1 of this repon provides a 

classic example for a section of Long Island, New York, in which seven (7) diffcrenlly­

scalcd chans ranging from 1: 10.000 to 1: 1,200,000 include the same geographic coverage. 

As stated in the Nautical Chan Manual-NOS's documentation governing all future 

nautical chan production--<han "accuracy of position~ legibility, and uniform consistency 
in selection and placement of chaned f catures, names, notes and other details arc the chief 

requirements in nautical chan compilation."1 Unfonunately, these criteria may be 

conflicting and necessitate trade-offs between them and other criteria ·such as production 

time and cost. 

3.1 Accuracy Constraints on Generalization in Nautical Chaning 

Preserving accuracy is particularly critical for nautical chans because of the need to 

ensure the safety of navigation by the accurate portrayal of navigationally critical elements 

such as physical hazards, aids to navigation, and hydrography. The nautical chans 

produced by the NOS arc premier examples of highly accurate and dependable products. 
NOS's unique approach to cariography, high accuracy standards, and product liability, 

makes them an anomaly in the mapping community. Since the nautical chart has such a 

unique requirement for detailed and accurate portrayal of the coastline and water forms, it 

must be considered the preeminent argument for accuracy-driven product generation. As 

such, the generalization process. when applied to nautical charting, obviates a need for 

increased awareness as to the influence of generalization on accuracy degradation. All 

forms of generalization, including the most radical form---scale change-must limit their 
influence on the accurate portrayal or features, both positionally and in attribution. 

Umiting generalization's influence on accmacy preservation is not a trivial problem. 

a.ans are reductions of reality; gencralii.ation, tbcrcf orc, is inhe~ntly part of the nautical 

chaning process. The manual production of chans present many situations where 
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generalization occurs. For example, NOS's guidelines require that for line data, the 

compiled or engraved/saibed line be within 1(2. the symbol lineweight (not to exceed 

0.1 Smm) of true position of the line. Similar requirements exist for point data and 
soundings. Digital chart production, however, raises the generalization process to a more 

critical level. The representation of canographic information as digital entities creates an 

illusion of independence from scale. Mathematical transformations can create many 

differently-scaled products from a single digital data base, but these processes arc not 

independent from the influence of generalization. The meaning of chaned features, the 
graphic representation of features, and the characterization of features is not scale free. The 

unique accuracy requirements for NOS products constrain the ability to (1) achieve 

maximum legibility across scales and (2) make use of a single or small number of source 

digital chaning data bases to suppon the wide range of required scales. In a digital 

production environment, such as that envisioned in the ANCS II, how then will 

generaliz.ation aff e.ct the charting process? 

3.2 Propo~ed ANCS Il Generalization Processes 

The ANCS II Draft Specification contains a high-level concept of operations for the 
digital compilation of a chan. Generalization requirements can be extracted from this 

discussion. For example, a generalized coastline is used as a background display for 
Source Data Index File retrievals. More directly related to chart production is the process 

that creates and uses the Chan Edit Packet or Work File. For the area of interest identified, 
the Chart Edit Package contains the data base feature records along with appropriate header 
information. This data file is then processed to create ve.ctor nautical charting symbology. 
The resulting reformatted Chan Edit Packet is used to generate a Chart-Specific Edit Packet 
for the first chart to be produced. Prior to this step, the symbol coordinates arc transformed 
into the .r,y-coordinate system of the largest-scale chan within the work area. 

For line features and others indicated as being modifiable, a point elimination 
routine will be applied to delete excessive points contained in the source data base. In 
addition, features represented as closed polygons that coalesce at the chan scale under 
consideration will be automatically convened to a suitable point symbol representation. The 
Dart-Specific Edit Packet for the largest-scale chart may be used as a model from which 
selection is made for developing Cwt-Specific Edit Packets for smaller scale charts. Thus, 
an iterative procedure is envisioned in which processing is carried out for successively 
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smaller scale chans based on the results or the previous processing and resulting Edit 

Packet. 

This conceptual processing flow for chan production clearly utilizes generalization 

and also makes use of some implicit assumptions regarding scale change and 

generalization. One assµmption that may be made is that there exists a single sow-ce data 

base for the features to be portrayed on all chans. This source data base includes a single, 

centerline representation of features at the full level of detail, resolution, and accuracy 

obtained during source data collection. This data is then extracted for a defined coverage 

area and symbolized in vector format. At this point, no generalization has occurred and the 

work file is product- or chan-indepcndent. (Note: this assumes identical symbclization 
rules for all charts.) 

The conceptual chan production flow then begins to create Chan-Specific Work 

Files beginning with the largest scale chan(s) to be produced within the coverage area. The 

USC of a hierarchical, incremental generalization procedure has many attractive aspects and 
is appealing as a logically simple approach to the problem or producing chans at a variety 

of scales in the same area of interest However, it also raises some questions. For example: 

1 For a given coverage area, will the entire area be symbolized/processed at the 
largest chan scale within the area? In other words, if a few isolated pockets of 
a very large scale coverage area is required, would the entire work file area be 
processed at that scale? If yes, much extra processing will be required. If no, 
the conceptually appealing simple iterative processing flow is impossible. That 
is, at any given step in the process the source work files for a particular chan 
scale may exist at diff crent scales. 

• Is the process of generalization strictly monotonic and incremental? In other 
words, is it possible that some features may have been correctly eliminated or 
generalized during processing for a large-scale chan and does this create 
problems during processing for a smaller-scale chan? It may be the case that in 
converting the work file for a 1 :40,000-scale nautical chan to the 1 :80,000-scale 
chan, some features have been eliminated or convened from polygons to point 
symbols. However, in producing a 1:100,000-scale topographic/bathymetric 
chan of the same area, the eliminated feature is required or the feature convened 
from area to point needs to be shown as an area. The ANCS D processing flow 
assumes total scale dependence for all generalization processes; funher analysis 
is needed to determine if this assumption is correct or is a good one. There may 
be some imponant product dependencies which are somewhat independent of 
scale. 
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• In ccnain generalization algorithms and applications, it may be beneficial to 
retain the most detailed version of the feature to create accurate generalized 
versions of the feature. The incremental approach may make this possible. 

• Does this approach to scale change assume incorrectly that the same 
generalization algorithms/processes that are appropriate in, for example, 
converting a 1: 10,000-scale work file to a 1 :20,000-scale work file, arc also the 
most suitable for converting a 1:675,000-scale work file to a 1:1,200,000-scale 
work file. The optimal w:hniques to apply at each of the scales may diff cr. 

• Does this approach assume that the source data base, for a specified coverage 
area, exists at a single level of detaiVresolution/scale? If not, different 
generalization requirements will exist over the coverage area creating a more 
complex processing situation than that described in the ANCS D Specification. 

• Pre-generalization, one-time symbolization. It may not be appropriate for the 
scale-change/generalization processing to operate directly on symbolized data. 
Will the original centerline data be available? In many case generalization will 
lead to changes in symbolizations; why not symbolize following the creation of 
Chan-Specific Work Files? 

3.3 Discussion 

As one can surmise from the discussion so far, the NOS is faced with a significant 

problem in terms of automating this generalization process in the ANCS II. Variations in 

the precision and detail required to satisfy the needs of different users give rise to a 

requirement for a variety of chan scales. Nautical chans vary in scale with the imponance 
of the geographic area, the purpose for which the chart is designed, and the necessity for 

showing clearly all dangers within that area. The NOS has the specific task of publishing 
and maintaining over900·nautical charts for the safety of navigation in the coastal waters of 

the United States and its possessions. The nautical charts produced by the NOS arc 
respected worldwide as an excellent display of accuracy and dependability. Any 

generalization process must obviously limit the degradation of that accuracy. 

3.3.1 Shorelines-A Generalization Example 

To limit the discussion of generaliDtion requirements to fit within the scope of this 
effon, one feature type was selected for examination: Shorelines. Of the many features 
that appear an NOS products, the shoreline is the most prominent line on the chart. This is 
evident for a number of reasons, not the least of which is that it forms one of the most 
obvious dangers to waterborne navigation. Safe navigation of our coastal areas and harbors 
is, in pan. based upon the accuracy of shoreline ponrayal. The long coastline of the United 

Corupapf&U (jemraliz.'ation fl.lport CM<.'IO~'V{. Proeram 
l'9e 18 l'rlpon4 6g I'~ (jownunc"t Sy.rum C"'PoratiDn 



States totals over 100,000 miles of tidal shoreline that presents many and varying problems 

in coastal geography. Add to this a vast array of extensive intracoastal waterways, bays, 

and harbors, it is obvious that shoreline portrayal represents an important constituent of 

modem nautical mapping. 

By definition, a shoreline is the intersection of the land with the water surface. The 

shoreline on chans represents the line of contact between the land and a body of water at a 

selected water elevation. The exact location of the shoreline depicted depends, in pan, on 
·' 

the vertical datum upon which the chan is based. This dividing line between land and water 

is rcfc1TCd to as the "Shoreline Plane of Reference" (SPOR). In areas affected by tidal 

fluctuations, this line of contact is usually the Mean High Water line. In confined coastal 

waters, where there is diminished tidal influence, a mean water level line may be used. The 

shoreline on charts of interior waters (rivers and lakes) is usually based on a specific river 

or lake datum. 

The shoreline's charted position, because of its importance to navigation, must have 
high positional accuracy. In most cases this is 1rue. but accuracy degradation is allowed in 

others. For example: 

'7hc accurately detennined shoreline reveals the physical geography of me 
shore. It reflects effects of prevailing CUITCnts, wave fronts, and storms. 
The shoreline delineates the seaward limits of both marsh and swamp areas, 
for to the mariner this limit appears as the visible shorelinc ... The seaward 
extent of marsh is accurately surveyed, but the inshore boundary may be 
generalized, as the ragged indentations into the fast land arc of little 
imponancc on the nautical chan ... The vegetation of swamp land makes it 
appear as fast land to the mariner; knowledge only of its general location is 
sufficient for charting." 

How then can generalization of the shoreline be controlled? 

3.3.2 Suggested Approaches to Shoreline Generalization 

Linc Simplification routines, such as the Douglas (1973) corridor or the Lan~ 

(1969) tolc:rancing algorithms, are particularly useful for removing unnecessary coordinates 

from digital files. The resulting simplified representations of the shorelines will have 

minimal vector and areal displacement from the original lines. These routines require 

modifications, though, to account for the specific representations of shorelines the NOS 

employs. For example, shorelines are broken for soundings in narrow rivers and aibutaries 

CM.'I'Og'E.!>(. f'ro/p'am CiinDJJrapfai.t ge~ralir.ation S.,port 
~parul 6g f'JUt (;owrmnmt Sgsurn C~ !'Ofit 19 



where the sounding units would otherwise be obscured by the shoreline. Although this is a 
manual production step, the ANCS n system may use this type of digital encoding scheme 
for shoreline representation. 

In suppon of scale reduction for multi-product exploitation from a single MC&G 

data base, line simplification routines off er some, but not all, the requisite techniques. For 
small scale changes, these routines provide an appropriate method for removal of 

superfluous coordinates to suppon the scale reduction; for larger scale changes, however, 

little work has been done to determine the efl'ects of scale change on simplification. Other 
routines, then, such as the epsilon filtering routines discussed by Perkal (1965), Brophy 

(1972), and Chrisman (1983), show promise for large scale reductions but refinements are 

needed to optimize their pcrf ormance. 

~e NOS must undenake a serious study determining the specific requirements of 

generalization for all features, for all charts, for all circumstances, in their envisioned 

production scenario. The ANCS ll is a promising chan production and maintenance system 

but to fully exploit its capabilities, more work is needed in the areas of data base structure 
design and data base managemenL Once a decision is made as to the question of separate 
data bases-single product versus single data base-multiple products, a better appreciation 

for the role of generalization within the system can be gained. The ability to generate 
multiple products from a single data base is obviously a desired approach but current scale 
change routines arc not sophisticated enough to outweigh the overhead costs of canying 

multiple scale coverages. This rcpon, however, pointed out some of the techniques, and 
provided a framework within which a complete generalii.ation/scale-change system could 
be designed. 
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3.4 Endnotes 

1u.s. Department of Commerce (1986), p.2-119. The Nautical Chan Manual is intended 
to provide a comprehensive d~umentation of canographic standards, procedures, and 
policies for use within the National Ocean Service in the production of nautical chans. 
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4.0 SUMMARY, CONCLUSIONS, & RECOMl\ffiNDATIONS 

There are a wide variety of generalization procedures and.algorithms available for 

vector data processing. These arc derived from many different disciplines and, as such, do 

not necessarily comply with the s~ific requirements of geographical/canographic data. It 

was shown in this rcpon that "generalization" is a comple>t'concem that must be addressed 

by NOS to reduce the size and complexity of an MC&G data base and to suppon scale 

reductions for multi-product exploitation of a single data base. An integrated approach to 

transforming the input data-existing digital data bases, raster-scanned maps, charts, and 

images, as well as new lineal digitized data-into "reduced" data sets can be rcaliz.cd given 

an understanding Of the techniques available. I This repon has accomplished that. 

This section of the rcpon will first provide a brief summary or the topics considered 

to be of imponance when evaluating the effectiveness or the various algorithms for the 

entire range of the data reduction process. 

4.1 Summary-General Observations 

A number of general considerations should be made when judging the effectiveness 
of all generaliution algorithms. For example: 

• The ability of chan generalization to mimic manual methods is not essential; 
manual methods merely provide a baseline to evaluate the automated methods.2 

• The generalization practice cannot, and should not, be carried out without 
adequate accompanying information to aid in the detennination or the proper 
generalization procedures to select. This obviously raises some serious 
concerns in an automated· or semi-automated production environment that is 
involved in only the product finishing stages of production. A thorough 
knowledge of the original distribution is required in order to accurately perform 
the generalization; it is inadvisable to base one generalization upon another. 

• Omission of features based simply upon size is likely to be erroneous. The 
physical character of an area may be expn:sscd by the domination of many like 
features. If smaller f catures wc:rc arbitrarily eliminated the resultant genraliz.ation 
would indicate a completely different character. Thus, the true geographical and 
geomorphological characteristics of areas need to be maintained, even if it 
requires combination, exaggeration, and displacement. 

• Automated generaliution routines should mimic manual methods only in tenns 
of selecting the same characteristic, or shape-critical, spatial relationships that a 
canographc.r, or most canographc.rs, would choose. 
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• Topological relationships should be retained even after the generalization in the 
event that the data is used for analytical processes. 

• Diff ercnt types of features may require differing generalization routines, or the 
same routine with diff ercnt levels of generaliz.a~on tolerances applied. · 

• Each technique has an associatcd impact on data set integrity-techniques either 
(1) retain all data; or (2) result in the loss or modification· of data. 
Implementation of a particular generalization algorithm must acknowlcdge this 
underlying concern by forecasting the expectcd usage of the data seL If the data 
is to be uscd for navigation and guidance or some other accuracy-critical 
function, then the technique must not cause any significant data loss that will 
impair the functionality of the corresponding system. This, of course, must be 
within the context of the scale-change required to suppon a particular product 
On the other hand, data uscd for merely visual reference can undergo limited 
loss or modification of the data as long as these changes arc not at the expense 
of the visual integrity of the data. 

• Following the assumption that some amount of data loss is inevitable (whether 
intentional or not), the visible affects of data reduction, either through heuristic 
observations or based upon statistical and quantitative suppon, must not be 
detrimental to the intendcd use of the product 

• Each technique has some statistical accuracy associatcd with the generalization 
process-evaluation of this supporting statistical data is wmantcd if data 
accuracy is imponanL · 

• The balance of generalization between different features needs to be carefully 
controlled. Thus, features which arc relatcd in some fashion-such as the form 
of the land surface and drainage~ust be considered together. · 

• The temptation to under-generalize where there is available space, and to over­
generalize where features arc crowdcd together, must be avoided; that is, 
generalization should be consistently applied across the chan. 

• Processing times, as previously noted, are limited in the production 
environment. Some techniques that have an almost perfect generalization at a 
significantly reduccd processing cost over the perfect technique might be a more 
logical choice. 

• There arc some instances where the selection of one technique may be more 
appropriate over another technique even within the same data type. For 
example, sounding data compression for display purposes obviously can 
undergo more significant reducdons than can sounding information used for 
navigation purposes. 

• The order of processing for each of the techniques is an lrca that requires much 
more knowledge than is currently available today. There is little indication that 
there is an "average" generali1.1tion process, er even requirement. so developing 
a standard procedure within a serial computer can only solve a limited set of the 
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problems. The drive here is to solve as many of those problems with a limited 
number of techniques. 

• Generalization can be performed in software, hardware, firmware, etc. The 
advantages and disadvantage of each of these should be evaluated against initial 
and replacement co~ts, implementation tim~l~nes, processor speeds, and any 
other factors that influence a make/buy dec1s1on. J:'or example. are there any 
examples within the cUJTent market place? How CBSt effective arc they? What 
are their reliability factors? 

• One must consider how data base management strategics affect the selection of a 
particular technique. For example, do sector mapping strategics, update strip 
sizing trade-offs. and indexing scheme complexities affect the generalization 
process. 

• How does the selection of particular data structures affect the generalization? 
Will the selection of one over another aid or hinder the generalization process? 
For example, will the selection of topological data structures' usefulness 
outweigh the overhead costs of carrying the topological pointers? 

• What type of data base indexing scheme is most appropriate for storage and 
retrievals; that is, is an R-tree, KDB-tree, Quadtree, B-tree, or some other 
indexing scheme most appropriate for all. or some, of the data? 

4.2 Summary-Specific Observations 

Simplification. When evaluating the effectiveness of simplification algorithms, 
the following factors should be considered:3 

• Simplification algorithms should ideally reduce a data set to a minimum of 
points, by rejection of redundant points, or through the selection of significant 
points. · 

• Simplification algorit~s should operate within the imperceptible realm, 
whereby map readers can perceive no difference in the line before and after 
simplification. 

• Feature locations should not deviate significantly from their correct locations. 

• Features are generalized. not lines. This implies that inter- and intra­
rclationships between various feature sets must be considered in the 
generalization process. 

• Small irregularities should be removed froi:n the lines. however. the character of 
the line should be maintained. 

CJt!X..TO(j'L!J/.. !'roaram Cti1'U>fP'apf&i& {jtruraliz,atian 1(/port 
'Prepo.rJ 6y 'PJUt yowmment Sy.rum Corptnatilm 'Pagt 85 



Combination. Many canographic features will need to be combined to suppon 

product- or scale-change objectives. The effectiveness of combination algorithms must 
address the following: 

• Combination of like features must obviously combine only those features that 
can be combined according to the specific product requirements. 

• The combination of features must take into account the nature of the physical 
separation between features. If the attribution is simply a classification of a 
major clement-such as small areas of forest combining into one because the 
forest and intervening spaces characterize different aspects of the land 
surface-then they can be grouped together. On the other hand, if small features 
arc separated by diff crent physical clements-small island (land) with 
intervening water-they should not generally be combined. 

• Features that would otherwise be deleted from the product because of scale 
implications must .only be combined to suit the needs of the chosen chan 
purpose. 

• The new spatial depiction of the combined feature must be a logical extension of 
the individual entities grouped; that is, the general form or 1hc f caturcs (such as 
shape) should be maintained. 

• The measured ·area of the combined area should remain roughly the same as the 
area of the individual components. · 

• The implication of the combination must be assessed before the features arc 
grouped. For instance, will the agglomeration of numerous small lakes into a 
single body of water violate political ownership and resulting depiction on the 
graphic. 

Refinement. Distributions of canographic features will need to be refined to 

suppon scale-change objectives. The effectiveness of refinement algorithms must address 

the following: 

• In general, the original character, form, size, and spaces of the features should 
be maintained despite decreasing number. 

• The generalization is not only the deletion of features but also the graphic 
representation of the 1n1e distribution by fewer and coarser means. 

• As less information is shown locationally, it becomes increasingly imponant for 
the symbology to reflect the imponant characteristics of the feature. This 
requires an understanding of the real geographic features involved. For 
example, during scale reduction it is not possible to shown all meanders of a 
river in the 1n1e locations, but the fact that the river is characterized by meanders 
should not be lost. 
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• Spacings between features, shapes of the original features, and orientations 
should be maintained as closely as possible in the reduction; that is, the general 
impression of the black-white ratio and distributional character should be 
consistent ~ccn the original and reduced scales. 

• Features of landmark significance must be omitted from the refinement 
procedure so as not to lose that significant characteristic. 

Conversion. The geometric depiction of many canographic features will need to 

be convened to suppon product- or scale-change objectives. The cff ectivencss of 

conversion algorithms must address the f'ollowing: 

• In the collapse of features, centerlines should be mainataincd. 

• Conversion of like features must obviously convcn only those features that can 
be converted according to the specific product requirements. 

• Conversion of like features must examine the specific attribution of the features 
to ensure that only exact features be converted. 

• The conversion must not detract from the individual imponance of any 
significant fcarurc. 

• Relationships with other features must be assessed and evaluated against the 
conversion result; that is, will the aggregation of two houses into a larger house 
violate the topological relationships of a road that runs between them? 

• Features that would otherwise be deleted from the product because of scale 
implications must only be convened to suit the needs of the chosen chan 
purpose. 

• The new spatial depiction of the convened feature must be a logical extension of 
the original feature or features; that is, the general form of the f earurcs (such as 
shape) should be maintained. 

Displacement. Due to the symbolization step of product finishing, many 

canographic features will need ID be displaced in order to fit within the graphic constraints 

of a chan. The effectiveness of displacement algorithms must address the following: 

• Fcatun: associations must be considered. This is especially imponant in feature 
displacemcn~ knowing what the spatial relationships of the features arc. 

• The displacement must allow not only for the printing resolution of features on 
the graphic, but also the visual acuity of the map readers. Features will tend to 
blend into others. 

• The imponance of features must guide the displacement process; that is, less 
imponant features must be displac~ away from more imponant ones. 
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• The impact of displacement on other conflicts must be determined. 
Displaccmemcnt propagation needs to be evaluat~. 

• The creation of labelling conflicts due to feature type conversion must be 
addressed in the symbolization stage, not in the type placement stage. 

• Features that arc associated with one another (such as a road and railroad going 
over the same bridge) must be displaced the same. relative to other features. 

• Conflicts with the chart background need to be eliminated. 

Smoothing. Vector data set manipulations should not cease with the simplification 
processes. Instead, these data can be further manipulated through effective exploitation of 

linear smoothing algorithms. The effectiveness of linear smoothing algorithms must 
address the following: 

• Smoothing algorithms operate before and/or after simplification, and produce 
smoother, more natural-looking linear features which have been modified in 
their spatial locations. 

• The algorithms should operate within the barely-perceptible realm, whereby 
map readers can perceive no major difference in the line before and after 
smoothing. 

• The requirement for smoothing operations when dealing with raster-graphic 
display devices may not be warranted depending on the resolution and type of 
the display monitor. Raster displays will render smoothing operations 
ineffective due to aliasing effects. Vector-based graphic displays, however. can 
be improved with smoothing operations. 

Compaction. The following considerations should be addressed when evaluating 
the effectiveness of automated linear compaction algorithms. 

• If a compaction technique is chosen, speed is of the essence in the 
deconipaction .process in the production process. Compaction, on the other 
hand. is not as time-critical. Yet, there are implicit/explicit relationships between 
the compression and decompression processes. These need to be considered in 
the selection of a particular tcehnique. 

• The highest compaction ratios that can be expected from a particular approach 
are not necessarily the ideal selection. This compression ratio must be balanced 
with the overall encoder/decoder complexity. 

• Compaction algorithms should ideally reduce the overall memory, nnsmission, 
and storage requirements of the data set without resulting in ~y obvious 
associated increase in processing times due to the compaction algorithm 
selection. 
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• Besides compressing the data sets, the compaction routines should make the 
processing of the data more efficient by removing the uMecessary, and 
sometimes arbitrary, level of detail. 

• Compaction encoder complexity must consider the associated de.compaction 
decoder complexity. A n-fold decrease in storage requirements is not an 
appropriate selection if there is an n-f old increase in decoding processing time 
or decoder complexity. 

• Linear digital data sets can be compacted using a technique such as Chain 
Coding. It is i:iot appropriate at this time to forecast a percentage change in the 
storage requirements, however, because this "increase" or "decrease" will be 
dependent, in part, on the overall complexity of the source material. Large 
numbers of point features obviously will not be affected by compaction 
routines. On the other hand. a greater number of linear and/or areal features will 
result in an associated decrease in storage using compaction routines. 

4.3 Conclusions and Recommendations 

Preliminary recommendations for set of integrated techniques that could together 
meet the requirements require that vector data sets undergo SQme form of cartographic 
generalization to reduce the overall data base size. This should be an integrated process of 
feature selection, simplification, combination, conversion, refinement. displacement, 

smoothing, and compaction to support the generation of scale-, application-, or function­
specific data bases. Selection should be based upon the intended use of the product/data 
base. Simplification should be be cartographically-sound using a linear simplification 
algorithm such as the Lang Tolerancing or Douglas Corridor selection. Feature 
Conversion, Combination, Refinement, and Displacement must be performed wiith respect 
to the individual product requirements, while still maintaining the characteristics of the 
original information. It is here that the level of current automated generalization 

maturity-or, more appropriately. immaturity-must be most evident. Smoothing of the 
linear digital data files should be consistent with the type and resolution of the graphics 
display. Here, a simple weighting function should suffice. Finally, some: form of 

compaction, such as Chain ~g. should be applied to all linear data files. 
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4.4 Endnotes 

I "Reduced" data in this sense indicates the end-result. transf onncd data bases that have 
undergone the entire range of reduction manipulations-compression. generalization, 
simplification, compaction, and coding-to reduce the storage, memory, and transmission 
requirements. 
2Caldwell, Douglas R., et al. (1984). . 
3Linear simplification of vector-based data is still an emerging research topic. Even so, the 
cartographic community maintains that its development cycle has passed its infancy stages 
and is now at an overall level of sophistication whereby these techniques can be effectively 
applied to linear digital data sets to suppon the data reduction processes. At present. 
simplification algorithms, such as the Lang Tolerancing and Douglas Corridor, are 
considered to be the most cartographically-sound for point removal. The Lang algorithm is 
an excellent choice as an initial "cleaning" or low-pass filter, while the Douglas algorithm is 
more appropriate for those features requiring more stringent generalization. Both choices 
should be considered in the development of the ANCS II production system. 
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Appendix B-Software Overview 

B. l Introduction 

As pan of the CARTOOEN program, PGSC designed and developed a Line 

Simplification Shell to suppon the test and performance of various software algorithms 

for line simplification, smoothing, and measurement. The shell allows for cycles of 

sjmplification, smoothing, and measurement to be performed (and their results evaluated) 

repeatedly un~ the Quit option is selected. It was developed and programmed in C and 

consists of 2783 lines of executable code.1 The Shell runs on Sun workstations under 
Sun View's windowing environment 

The shell is invoked by entering the linesimp command at the Unix™ C shel1 

prompt. After initialization, the shell's icon is displayed in the upper left comer of the 

screen. "Opening" this icon by selecting it with the left (selection) mouse button brings up 

the shell's Control Panel, which allows for the interactive selection of the shell's various 

algorithms and options. The Control Panel is explained in ·detail in Appendix B.2 of this 
repon. The shell also provides a Display Window to graphically present the original 
(input) line and the modified (output) line. The input line can be drawn from scratch using 

the mouse. This window is funher explained in Appendix B.3 of this repon. Finally. a 

Coordinates Window is provided for actual line coordinate data, which can be 

examined and saved to a file and, in the case of the input line, entered manually or loaded 

from an existing file. This window is fully explained in Appendix B.4 of this report. 

B.2 Control Panel 

The basic event flow for the Line Simplification shell is as follows: 

• Select or verify the coordinate data for algorithm execution. If desired, enter or 
load new data into the input coordinates side; 

• On the Control Panel, select an algorithm to be performed for simplificarion, 
smoothing, or measurement; 

• Execute the algorithm and examine its n:sults. 

The following figure explains the Control Panel. 
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B.2.1 Algorithm Selection Using Pop-up Menus 

The currently selected methods for simplification, smoolhing, and measurement arc 

displayed in bold face on the control panel. To change an individual scning, bring the 

mouse pointer to point to any of the following: the method bunon (shown in oval on the 

left), title (in the middle), or current name (in boldface on the right). Then press and hold 

the right (menu) mouse button, which pops up the top-most me~u for that method set (sec 

figure below). 

Simplify Independent Point Processint '~"- ~ ~: ... 

Local Processinl -9 
Unconstrained Extended Local Processin' -+ 
Constrained Local Processin' -t 
Global Processin' .. 

Any item on the menu which has a right a"ow at its right indicates the existence of 

a subordinate menu for that item. These "pull-right" menus are then displayed by-while 
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still holding down the mouse menu button-moving the mouse pointer over to the right 

mow until the pull-right menu pops up, as in the figure below. 

Simplify Independent Point Processin£ ... 

Local Processin' ~ 

Unconstrained Extended Local Processing~ 

These subordinate menus may have pull-rights of their own, allowing an extensive 

hierarchy to be displayed in a neat and concise manner without permanently tying up screen 

space (this is why these menus arc often referred to as "walking" menus for the step-like 

method used to display them). 

Actual algorithm names arc at the bottom end of the menu structure, and arc 

separated by lines within their menus. Once the desired algorithm is selected (highlighted) 
within this bottom-level menu, releasing the mouse menu button now sets the actual 

algorithm name for that method on the Control Panel. This remains in effect until explicitly 
changed later. This menu selection process is similar for all menus in the SunView 

environment 

There is a menu structure for each of simplijicarion, smoothing, and measuremenr, 

independent from each other; that is, setting the simplification method has no effect on the 

smoothing method, etc. 

B.2.2 Executing the Desired Algorithm 

Once set using the walking menus, the desired algorithm is executed by pointing to 
the method button {in the oval) and selecting it with the mouse. Again, executing one has 

no effect on the other methods; that is, selecting the Simplify button strictly pcrf orms the 

simplification with no smoothing and no measurements. In the case of Simplify or 

Smooth, the results arc displayed, after automatically clearing any previous output, on the 

Display and Coordinates Windows' output sides. Some algorithms require user input for 

parameter values •. such as a tolerance. If so, a "pop-up" window is displayed so allow entry 
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of the re.quired value. Then sele.ct the 01< button to continue. In the case of :leisure, the 
results are shown at the bottom of the Conttol Panel. 

B.2.3 Reset and Quit Buttons 

Selecting the Reset button resets the three method names to their respective 

default. Selecting the Quit button exits the shell. 

B.2.4 Show/Bide and Overlay/No Overlay Buttons 

If either the Display or the Coordinates Window is not visible on the screen, 

selecting the appropriate Show button on the Control Panel displays that window. Once 

either window is shown, its Show button then toggles to Bide, so you can conttol what is 

being displayed on the screen ·at any time. Of course, these windows behave in otherwise 

standard SunView fashion by providing the standard "window" menu shown when 

pressing the mouse menu button anywhere along the window's frame. 

The Overl1y button is provided to allow you to examine the modified line 

overlaid on top of the original line. Once the lines are overlaid, this button toggles to Ho 
Overlay, allowing you to reset the input display. 

B.3 The Displays Window 

As mentioned above, this window allows graphical representations for the original 

and modified lines. This window is made up of two "canvases" on which the lines are 

drawn, each of which is fully scrollable. Currently, they default to 1000 x 1000 pixels in 

size, panially shown in a window SOO x SOO pixels wide. These parameters are, however, 

easily modified. An example of the Display Window is shown below. 
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The cursor here is made up of two fme "cross-hairs," shown here in white, which 
allows precise alignment while creating input lines. 

B.3.1 Creating an Input Line 

In addition to loading an existing line from a standard Unix file, you can create or 

modify the current input side of the display by using the mouse.2 Simply clicking the left, 
or selection, mouse button anywhere in the input canvas creates a new coordinate. Creating 

· new coordinates then draws vectors between each pair of coordinates, building the line 

segment by scgmenL You can also "drag" the mouse (while holding the mouse selection 

button down) creating a sequence of more finely spaced coordinates. This method allows a 

smoother line shape, but creates coordinates more rapidly. Notice that each line point is 

drawn enlarged and of a different color than the line segments. These colors can be 

controlled as explained below. 

B.3.2 Using the Display Menu 

There is a menu shared between the left and right sides of the Display Windo~·. 

nus menu is shown by pressing and holding the mouse menu·bunon within the borders of 
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either display. The av_ailable options, which generally apply to the side where the menu is 

popped up, are: 

• Clear 
• Zoom 
• Color 

The Clear option simply clears the appropriate canvas, along with its 

corresponding coordinate maaix in the Coordinates Window. If selected on the input side, 

the output side is additionally cleared. 

The Zoom option allows the capability to zoom in on a small area of the canvas, 

enlarging each pixel in that area. This option does not presently exist in the software, but, if 
it did, could provide for several levels of zooming-such as 2X, 4X, 1 OX, etc. 

The Color option has a pull-right menu which controls the color of Points, 
Lines, Areas, Fore1round, and l1ck1round, each of which has a pull-right for 

selecting from a set of actual display colors. Note that choosing a color for the fore ground 
(cross-hairs and scrollbars) and background applies to both canvases simultaneously. 

B.4 The Coordinates Window 

The Coordinates Window displays the X, Y, and Z coordinate values for each point 

on the input and output lines. The Z coordinate is provided to accomodate data which 

contains the third dimension. Be aware however that some algorithms are not affected by 
the Z values! Each side of the window contains a fJ.le and button panel at the top, and a 

spreadsheet-like matrix for the actual coordinates below. The Coordinates Windows consist 

of two pans: (1) the File Panels; and (2) the Coordinate Matrices. An example of the 

Coordinates Window is illustrated below. 
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B.4.1 The File Panels 

You can Save and, for the input side. Lo•d the coordinate data using standard 

Unix flies. The Load button is shown only when the input side is empty, while the Save 

buttons arc shown only when the appropriate side contains coordinate data. There is also a 
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Clear button, provided for each side when data exists, duplicating the function of the 
Clear menu choice described in Appendix B.3 above. 

In order to load or save data, the appropriate file name (and full or partial Unix path 

name, if applicable) must be entered in the spaces provided. This must be an existing file 

for the input Load option, while it may be a new or existing file for the Save option. A 
shon message is displayed below the file name indicating the status of the Load or Save 

action when the appropriate button is selected with the mouse. 

B.4.2 The Coordinate Matrices 

Each coordinate matrix simply displays the X, Y, and Z values for the lines, if any, 

shown in the Display Window. In addition, the input matrix can be used as a standard 

spreadsheet to enter coordinate data (this is why the cursor takes the shape of a cross in this 

panel). The current cell contains a blinking caret, indicating where data entered from the 

keyboard will be applied. A value is entered by typing it and hitting Tab or Return, 

advancing the caret to the next cell in the matrix. You can also use Shift-Tab or Shift­

Rcturn to "backspace" the caret to the previous cell in the matrix. Finally, you can use the 
mouse cursor by pointing at and selecting any cell in the matrix, thus making it the current 
cell. Note also that each coordinate mauix can be scrolled individually in the vertical 

direction. As each set (X-Y-Z) of coordinates is entered, the line segment corresponding to 

the line between the new point and the last is drawn on the input canvas. 

B.5 Current System Implementation 

The software shell currently includes menu suppon to Simplify, Smooth, and 
Measure lines. The following figure illustrates the overall menu structure with those items 
that are currently implemented. shadcd.3 
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B.6 Conclusion 

The Linc Simplification Shell provides NOS with a cohesive testbed environment in 

which to design, implement, and evaluate linear simplification and smoothing algorithms 

for application to nautical chaning data. This tool provides a platform from which an 
intelligent assessment can be made of the perf ormancc of generalization algorithms and 

their applicability to NOS products. 
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B.7 Endnotes 

lThe source code is included at the end of section B.7 of this repon. 
2An existing line may have been previously digitized or entered manually. 
3Jt should be noted that the breakout of smoothing algoritms does not parallel that which is 
presented in section 2.2.3.4 (Feature Smoothing) of thls repon. During the evolutionary 
process of developing this software shell, an initial breakout was used to prepare the menu 
structure. After some funher work in the generalization study cffon, this decomposition 
was updated and is reflected so in the text. The software, however, remains in the original 
fonn. 
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•".Lin• •implificat.ion (9eneralisa~ionJ proc•H •h•ll 

·---------------------------------------··! 
• by J'von Perreault., PAR c=overnment. Sy•t.em• Cozp. 
• April-May 1187. 

finclude <•unt.ool/•unview.h> 
tinclude <•unt.ool/panel.b> 
tinclude <aunt.ool/canva•.h> 
tinclude <1untool/1arollblr.h> 
tinclude <•t.dio.b> 

,. 
finclucle <math.b> 

• Simplification menu con•t.ant.• 
•/ 

fdefine SIMP_Jrl'H_PT 11 
fdefine SIMP_AANDOM_PT 12 
fdefine SIMP_tINE_WIDTH 21 
fdefine SIMP_EOCLIDEAN 22 
fdefine SIMP_PERPENDIC 23 
fdefine SIMP_AllGtn:.Ml 2C 
tdefine SIMP_DIST_AHGtE 25 
ldefine SIMP_REtnAH 31 
fdefine SIMP_ROBERC2: 32 
tdefine SIMP_LANG 41 
fdefine SIMP_JOBAHNSEN CZ 
fdefine SIMP_OPHEIM Cl 

,. 
fdefine SIMP_DODGl.AS 51 

• · Sllloot.bin9 -nu con•t.ant.• 
•/ 

fdefine SMOO_SIMPJ.E_AVE 11 
tdefine SMOO_WEIGHT_AVE 12 
fdefine SMOO_FWD_LOOK 13 
fdefine SMOO_PDKAI.S 21 
fdefine SMOO_BROPHYS 22 
fdefine SMOO_ctJBIC_SP 31 
t~efine SMOO_PARAB_SP 32 
fdefine SMOO_B_SPLINE 33 
fdefine SMOO_BEZIER_CCR 3C 

l• 
• Measurement. .. nu con•t.ant.a 
•/ 

~define llEAS_ABS 2 
fdefine llEAS_AHG 3 
fdefine 

,. 
llEAS_SIH 4 

• Di•play -nu conmt.ant.• 
•/ 

fdefine DISP_c.EAR 1 
fdefine DISP_ZOOH 2 
fdefine 

,. 
DISP_COLOR 3 

• Control panel conat.ant.• 
•/ 

fdefine COllTROL_WID'1'11_1 3& 
fdefine COllTROL_WID'1'11_2 30 
fdefine SIJIP ROii 0 

. -
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14 fdefine SllOO_RON 1 
15 fdefine MEAS RON 2 
H fdefine BD'%"1'0N_RDlr 3 
1'7 ldefine DI~_RDlr 0 
18 fdefin• COOR_RDlr 1 
II ldefin• SIMP_DEFAtn.'l' •oou~l••-Peucker• 

'70 ldefine SMOO_DEFAtn.'l' •1one• 
'71 ldefine MEAS_DEFAOLT •Ab•olutes• 
'72 ldefine SIMP_DEFAOLT_VAI.OE SIMP_DOUGLAS 
'73 ldafine SllOO_DEFAULT_VAI.OE SHOO_llOHE 
'74 ldefine MEAS_DEFAOLT_VAI.OE llEAS_ABS 
75 ldefine IWC_MEASORES 5 
71 ldefine DPI 87.0 /• rounded I pixeb in 1 inch (•Dots Per Inch") •/ 
77 ldefine TOL_DEFAOL'l' •10• 
'78 
71 ,. 
80 • Graphic• canva••• con•t.ant.• 
81 ., 
82 ldefine CAllVAS_MAX_X 1000 
83 fdefine CANVAS_llAX_Y 1000 
84 fdefine lllIT_WIDTH 500 
85 fdefine IIIT_IEIGHT 500 
86 
87 ,. 

88 • Color .. con•tant• 
H 
90 td•f 

., P 

in• It 0 
91 fdefine G 1 
12 fdefine B 2 
13 fdefine COLOR_MAP_SIZE 8 
14 fdefine BACKGROUND 0 
,5 ldefine FOREGROUND 1 
H fdefine Ilf_POINT_COLOR 2 
97 fdefine lN_LillE_COLOR 3 
18 fdefine ll_AJU:A_COLOR 4 
H fdeUne OOT_POINT_COLOR 5 

100 fdefine OOT_LillE_COLOR I 
101 ldefine OOT_UEA_COLOR '7 
102 !• 
103 • Color -nu con.t.ant• 
104 •/ 
105 ldefine 'llRITE 1 
106 fdefine GREEN 2 
107 ldefin• RED 3 
108 tdefine BLOE 4 
109 ldeti.n• YEI.LOlf 5 
110 fdefine C!'AN 6 
111 fdefine IAGENTA '7 
1.12 ldefine BLACK 8· 
113 fdefine GRAY I 
114 fdefine LIGH'l'JED 1o 
115 ldefine LIGHT_GREEN 11 
111 ldeline ·LIGH'J'_BLOE 12 
11'7 
118 ,. 
111 ., • Coordinate pmiel con•tant.• 
120 
121 ldefine IAX_COORDS 250 
122 ldefine COORDS_COLS 32 
123 fdefine COORDS_RDlrS 25 
124 ldefine LABEL_LEB 
125 fdefine VAI.UE_LEH 5 • 
126 ldefine DHE_LDI 25 
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fdefin• X 
fdefin• Y 

,. 
fdefine Z 

• ., lcroll.bar eon•tanta 

fdefine VERTICAL_LOC 
ldefine IOIUZON'l'Al._I.OC 
fdefine BOBB1.E_IW!-G111 

.i.at.ic 
Franw cont.rol_fra .. , 

coordinat.•_frmne, 
cliaplay_fra•, 
t.olerance_,opup; 

•tat.ic 
Panel control,JJen•l, 

bot.t.oai_panel, 
.. a•u.re .. nt•_pan•l, 
fil.•_in_panel, 
file_out_panel, 
aoord_in_panel, 
coord_out._panel, 
t.oleranc•,JJen•l: 

at.at.ic: 
Pan•~ .... it.em •implify_but.t.on, 

aimplif ic:at.ion_ .. t.hod, 
cur.rent._aimplificat.ion, 
amoot.he_butt.on, 
amoot.hin9_ .. t.bod, 
current._amoot.bin9, 
... aure_~t.on, 
-•unm.nt._ .. t.hod, 
cur.rent._ ... aure111ent., 
n••t_but.t.on, 
quit._but.t.on, 

cli8pl8y_Ut.le, 
cliap_8how_bide_bDt.t.on, 
cliap_overlay_but.t.on, 
coordinat.e_t.it.le, 
coor_uow_bide_but.t.on, 

pat.b_in_it.-. 
fil•_in_it.-. 
fil•_in_ ..... ;e. 
CDOZ in load bDt.t.on. 
coor:in:cleai~but.t.on, 
coor_in_••v•_!Ntt.on, 
input._b .. der. 
coord in !leader, 
coord - iJt - label (IWC COORDS) , 
CDOrd 

-
- in 

-
- cell [JIU - COOIU>S) [ 3) , 

aoord-iJt - enmr [JIU -- COORDS) , 

patta_oat._it.-. 
file_out._it.-. 

-----fil• -out. -..... 9 •• 



~ 

6/4/87 11 :02 AM linesimp.c Page4 
~ 

ooor_out_clear_button. 
ooor_out_•ave_but.ton, 
output_h•ader. 
coord_out._beader, 
coord_out_label(DX_COOJU>S), 
coord_out_•tarttDX_COOJU>SJ[3], 
coord_out:,_cell ·[MU_COOIU>SJ [3), 
coord_out._end•r[UX_COOJU>S), 

tolerance_text_item, 
tolerance_ok_button; 

•ta tic 
canva• input_canv••· 

output_canva•: 

•ta tic 
Pixvin • input.JN, 

•output.JN: 

•tatic 8truct. 
pixrect. ••ift'Flify_button_image, 

•amooth•_button_image, 
• .. aaure_but~on_imaCJtt. 
•re1et_batton_ima9e, 
•quit_button_ilaa9e, 
•allow_button_image, 
•bide_button_image, 
•overlay_button_image, 
•no_overlay_button_image, 
•load button image, 
•c1eai_butt~_ima9e, 
• .. ve_button_image; 

•tatic 8tzuct 
rect canva•_nct • (0, O, CAllVAS_ax_x, CAJIVAS_DX_Y); 

•tatic 
Cur•or coord_cur•or, 

drav_c:ur•or; 

•ta tic 
Menu •implification_ .. nu, 

•imp_indep_pt_ .. nu, 
•imp_local_menu, 
•imp_uncon•_local_menu, 
•imp_con•_local_menu, 
•imp_global_menu, 
81110otbin9_menu, 
8111Do_averaging_ .. nu, 
•moo_ep•ilon_ .. nu, 
•moo_8Plinin1_menu, 
•moo_91'linin9_local_menu, 
•moo_8Plining_~ended_ .. nu, 
•moo_•plining_global_ .. nu, 
.... un .. nt_menu, 
angular_ ... aure_..au. 
•inuou•_meaaun_..au, 
cli•play_eenu, 
oolor_typea_menu, 
Mck_color_ .. nu, 
oolor_..,.u; 
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Pages 
·~•tic: 
I can 

i, ;j, k, 
row • O, 
col.• O, 
..x_reac:bed • FALSE, 
overlaid • l'Al.SE, 
input, 
choice, 
•implification_•alue, 
•1110othiA9_•alue, 
.... ure .. nt_•alue, 
icoo2d[MAX_COOIU>SJ[3J, 
ocoorcl[JIAX_COOJU)SJ(3J; 

•ta tic 
ehar • in_fozmat • •t5u t5u t5u•, 

•aut_fazmat • ••5u •5u •5u •c•, 
•nad_mode • •r•, 
•write_mode 

-
• 

-
•w•, 

•coord colum b•der • •eoordt -x-- -Y-- ·-z--·: 

•t.atic 
•truct -•n• C 

float total_l•;ch, 
t.ot.al_anvularity, 
ri9ht_anvularit.y, 
1•~t_anplaz-ity, 

•t.d_anplarity_incb, 
·nwir-.caordinat••• 
tot.al_EUD•; 

); 

•t.atic •t.ruct. 
a.1.n9lecolor 

cont.rol_bv_color • (255, 255, 255), /• wbit• •/ 
control_fv_color • (000, 000, 255), /• blue •/ 
popup_l:av_color • 1255, 255, 255), /• whit.• •/ 
papup_fg_color • (255, 000, 000); /• nd •/ 

•t•tic 8t.ruct. 
colormap••9 

•t.•tic ___ p 8t.ruct. 

•t.at.ic 
unaip•d char 

ltG8[3J[COLOR_laP_S1ZEJ; 

•t.at.ic 
abort baira_i•ge[256J • ( 

tinclude • •• /curaora/baira• 
); 

mpr_•t.at.ic (haira_pi&nct., 11, U, 1, bair._i•t•>: 

autic 
ahort croae_i•ge[ZSIJ • ( 

tinclucle • •• /cur•or•/cro••• 
); 
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316 mpr_at.at.ic CcroH,.,ixrect., 11, 11, 1, croH_i•CJe): 
317 
318 at.at.ic 
319 ahort. icon_iaa9e[25&) • l 
320 tinclude • •• /icona/lineaimp• 
321 ); 
322 mpr_atatic Cicon,.,izrect, lC011.;_,DEFA1JLT_WIDTH, ICOll -DEFAOLT -IEIGllT, 1, icon_image); 
323 
324 !• Intemal procedurH I function• •/ 
325 double calc_cliatance (): 
321 •oid clear_coordinat•• (): 

327 •oid clefine_•nua (); 

328 •oid clefine_windova (); 

321 •oid clo_color~c:hoic• (): 
330 •oid clo_cliaplay_c:hoice (); 

331 •oid do don• (); 

332 •oicl clo_dou9la•_peucker - (); 
333 void clo_ .. aaur~_&baolut•• (); 
334 void c1o_ .. aaure_right_left_ang (); 

335 void c1o_ .. aaur•-•tandardized_an9 (); 

336 •oid clo_ .. a•ure_total_an9 U: 
337 •oid clo_•••ure_t.otal_run• (): 
338 •oid clo_ .. aaure_total_•in (): 
339 void c1o_ .. aaurem.nt_choice (): 
340 void c1o_,roceH (): 

341 void clo_quit (): 
342 void clo_re••t 0: 
343 void clo_aimplification_choic• (): 
344 void clo_amoothin9_choic• (): 

345 void draw_ c:anv11 (); 
346 .. void-·· cb:aw_point (); 
347 Panel_aettin9 enter_coord_char (): 

348 void entez_in_coordinat• (): 
30 void enter_new_point 

351 -
(): 

350 void enter out -coordinate• (): 

void file_i_o (); 

352 void bandle_canvaa_...nt (); 

353 void locat•_it- (): 
3S4 •oid ..te_color_•P (); 
355 void ok_button (); 

356 •oid overlay_diaplaya (); 

357 void ••t_,oint_coordinat•• (); 

358 void aet_color (); 

359 void •hov_button_-nu (); 
360 •oid ahov_bide_coordinat•• (); 
361 •oid ahow_hide_diaplay• (); 

362 
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3H 
315 main (argc, argv) 
311 int. argc; 
317 char ••argv[J; 
HI 
HI /• 
370 • Define uaer interface it. ... (menu•, fruw~, panel•, etc.), then begin proceHin;. 
3'1 ., 
312 
313 ( 
374 defin•--nu• () ; 
315 define_window• Cargc, aqov): 
37' 
377 vindow_••t. (control_frama, FRAHE_a.c>SED, TROE, 0); /• iconic at. beginning •/ 
378 
379 win~w-•in_loop (c:ont~ol_f~am); /• initiate SunView proceHing •/ 
.380 

381 •zit. (0): 
382 
383 ,. main •/ 
384 

. 
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385 /*-'-™•™ ______ wmrwww ____ www __ 1 ______ rm.,w-www-rm•rm-------------'-™™-•* / 
386 
387 double 
388 calc_cli•tance (pl, p2) 
389 
310 
311 , 
312 

. int p1[3J, p2[3J; 

393 ., • calculate dhtance ~tween "pl and·p2 

314 
315 ( 
316 int •• b: 
397 doubl• d.: 
318 
399 a • pl[XJ - p2[XJ: 
400 b • pl[YJ - p2[Y); 
401 d • aqrt ( (double) (• •• , + (b. b) >: 
402 return (d): 
403 
404 ) /• calc_clietance •/ 
405 . 

.. 
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406 

,. ____ . _, __________ 
407 
408 •oid 
409 clear coordinate• (it••· event) 
410 t.iel_it.•m • it.em; 
411 Ev•nt. 
412 
413 
414 • Cl••r U• wrrent input. coordinat•• 
415 
411 
417 ( 
418 if Cit•• - c:oor_in_cl•ar_but.t.on) ( /• clur input aide •/ 
419 pw_~ock (input_pw, lcanvaa_rec:t.): 
420 pw_writ..-ck9round (input_pw, O, O, CAJIVAS_llU_X, CAHVAS_llU_Y, P%X_SRC): 
421 pw_unlock (input._pw); 
422 for Ci• O: i < laX_COOJU)S H icoord[iJ[XJ >- O; i++) 
423 J• c:l .. r U• input c:oordinat•• •/ 
424 for (j • X; j <• Z; j++) ( 
425 panel_Ht_•alue (c:oord_in_c:ell(iJ(jJ, ••); 
426 ic:oord[iJ[jJ • -1; 
427 ) 
428 •x_nac:bed • l'AI.SE; /• n••t •/ 
429 row • O; /• naet •/ 
430 col • X: I• n••t •/ 
431 vindow_aet (c:oord_in_,.ael, tANEI._c:AN:T_ITEK, c:oord_:i.n_cell[rowJ[colJ, 01: 
432 I• bide input. •c:l•ar• and •aav•• option• •/ 
433 panel_Ht. (c:oor_in_c:lear_but.t.on, tAllEL_SHOW_rn:M, FALSE. 0); 
434 panel_Ht (c:oor_in_•a,,._butt.on , PAHEL_saow_rn:M, FALSE. O>: 
t-35· panel_Ht · Cfile_in_•aNp, tAREl._La&El.._STRI11c;,_ ••, 0) : 
436 J /• c:l .. r input. aide • / 
437 
438 I• cl .. r out.put. aide in •it.her c:aH •/ 
431 pv_lock (out.put...,PV, lc:anvaa_r•ct); 
440 pw_writ.U.ck9round (out.put_pw, O, O, CMIVU_llAX_X, CAllV'AS_llAX_Y, PIX_SRC): 
441 pv_unlock (out.put._pw): 
442 for Ci• O; i < llAX_COOltDs H ocoord[iJ(XJ >- O; i++) ( 
443 !• c:l•ar U• ou_t.put. c:oordinat•• •/ 
444 for (j • X; j <• Z: j++) ( 
445 panel_aet Cc:oord_out_cell [iJ ( j"J, PAllEl._I.ABl:l._STRING, ... , 0); 
446 oc:oord[i)(j) • -1; 
ui ) 
448 if (i < lmX_llEASmES) /• nilet -.nre-nt.a •/ 
40 • panel_a•t ( .. aaur...nt._line[i), PAllEJ._~_STR.ING, •• • 0); 
41150 
451 I• ~- out.put. •c:1 .. r• and ••• ,,.. option• •/ 
452 pan•l-•et. cc:oor_out._c:1 .. r_but.ton, tUEJ._seow_r'l'DI, l'Al.SE, O>: 
453 pan•l-~t (c:oor_out_••,,._but.ton , •UEI._saow_?TEll, J'Al.SE, O>: 
454 !• n .. t. out.put. fil• ..... ,. •/ 
455 pan•l_aet. (fil•_out._-•Np, tABEl._:r.ABEl._ftRillG, ••, 0); 
HI J• n••t. overlay ~at.ua •/ 
t57 pan•l-•et. Ccliap_OYe:rlay_tnat.t.oa, •am:i._i.aaa._tacz, overlay_but.t.on_imav•. O>: 
HI OYerlaid • r&I.SE: 
459 
HO 

... 
•indow_Ht. C ... nre..at.a_panel, WJ:R_RClllS, 0, 0); 

Hl · •indow_fit:_b.ei9bt. ( .. aaur..,.t:•..,,...•l>: 
412 •indow_fit. (cont.rol_fram8): 
413 

1f (it.- - aoor in cl-r butt.on) /• finally. abow input •1oad'" option •/ 
465 panel_aet (c:_r_'in_load_but.t.cm, PAllEJ._SBDll_lTEll, nm:, 0); 
411 
H7 
HI 
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• Def in• required •valkin9• .. nu• 

( 
aimp_indep_pt_menu • 

•nu_creat.• C •wt.h •oint. •, 
SIMP_JITH_PT, 
•Random", 
SIMP_RAHDOM_H, 

llEHU_l10TlFY_tROC, do_aimplification_choice, 
llEllU_BOXED, TRUE, 
0); 

aimp_local_manu • 
.. nu_creat• ( •Line Width", 

SIMP_LINE_WIDTH, 
•Euclidean Distance", 
SlMP_EUCLIDEAN, 

llEllU_STRIHG_ITEM, •t•%pendicular Distance", 
SIMP_tERPENDIC, 
•Aftvular Chan;e•, 
SIMP_ANGULAR, 
"Diatance ' An;le", 
SIMP _DIST_UGLE, 

llEllU_ROTIFf_tROC, do_aimplification_choice, 
llEHU_BOXED, TRUE, 
0); 

aimp_uncona_local_menu • 
menu_create C llEHU_STRIHG_ITEM, "R•waan-Witkam", 

SIMP -. REUIAN, 
•Ro!:lerp", 
SIMP_ROBERGE, 

llEllU_llOTIFY_PROC, do_aimplification_choice, 
llENU_BOXED, TRUE, 
0); 

aimp_cona_loc~l-menu • 
.. nu_creat• C llENU_~IllG_ITEM, •Lang•, 

SIMP_LUG, 
•Johannaen•, 
SIMP_JOBAHllSEN, 
•Opheim", 
SIMP_OPHEIM, 

llEHU_ROTin'_tROC, do_aimplificat.ion_choice, 
llEllU_BOXED, TRUE, 
0); 

·~-9lobal_menu • 
•nu_creat• ( llENU_STRIRG_ITEM, •Dou9laa-teucker•, 

SIMP_DOUGLAS, 
SHU_llOTin'_tROC, do_•illlplification_choice, 
llEBD_BOXED, TRUE, 
0); 

ailllplificat.ion_•nu • 
•nu_creat• C llEHU_tULLRIC2T_ITEH, •Independent. Point. troceaain9'", _ 

aimp_indep_Jtt._ .. nu, 
•Local troceaain9•, 
aimp_local_menu, 

SHU PULLR?GillT I'l'Ell, 
- - •anconat.rained Ext.ended Local troc•••in9", 
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532 •ia;>_uncon•_local_ ... nu, 
533 •eon.trained toeal Proce11ifto•, 
534 1imp_con1_loca1_ .. nu, 
535 •Global Proc•••in9•, 
53' •imp_global_ .. nu, 
537 0); 
538 
531 amoo_averaging_...au • 
5t0 ..,.u_cnate C llEllD_STRJllG_ITEll, •simple Averaging•, 
5U SllOO_SillPLl_AVE, 
H2 llEBU~STRJBG_I'l"Ell, -.eighted A••ra9in9•, 
H3 SllOO_WEIGll'l'_AVE, 
54t llEllD_STRJIG_ITEll, "Forward Look Interpolation•, 
5t5 111oo_nm_LOOK, 
SU llENU_llOTIFY_PROC, do_1moothin9_choice, 
5t7 llEJID_BOXEI>, DDE, 
5t8 0); 
50 amoo_epailon_..nu • 
sso •nu_ereate ( •1erkal'1 Cieomet:ic Filter•, 
551 SMOO_PERDI.S, 
552 llEllD STRJRG I'l'EH, •arophy'• Epailon Filter•, 
553 - - SllOO_BROPHYS, 
554 llENU_llOTIFY_PROC, clo_1111D~hin9_choice, 
555 llEHD_BOXED, DDE, 
556 D); 
557 amoo_aplining_local_menu • 
558 •nu_creat.• C llENtJ_STRJRG_ITEll, •Cubic Spline•, 
559 SllOO~CDBIC_SP, 

510 .,arabolic Spline•, 
Hl mcoo_PARM_SP, 

~ ·512 ....... ... ... llENtJ_wonn_Paoc, do_1111D~hin9_choice, 
513 llEND_BOXED, ·-·Tlum. 
SH 0); 
HS amoo_aplinin9_e~end9d_ .. nu • 
566 ...nu_creat• C llEN'D_STRJRG_iTEM. •a-Spline"', 
517 SllOO_B_SPl.IllE, 
5'8 llEllU_ROT?Fr_PROC, clo_•mo~hing_choice, 

5H llEHU_BOXED, DDE, 
570 D); 
571 a11Do_aplinin9_9lo!aal_ .. nu • 
572 •nu_cnat• C llEND_STRJRG_Iftll, •a.zier CUrv••·· 
573 SMOO_BEZIER_C'DR, 
574 llE:ND_ROTIFr_PROC, clo_amoot.hing_choic•, 
57~ llE:ND_BOXED, mm:. 
576 0); 
577 •11Do_•plinin9_menu • 
578 mnu_creat.• C llEll'D 
571 -Pm.LIU Girl' -I'1'EM, •Local•, 

emoo_•plining_local_ .. nu, 
slo · ·~enit.d Local•, 
511 
512 llEllD •c;1o1aa1•, 
513 -Pm.LIUGll'l' -

amoo_aplining_~•nded_menu, 

rn:M, 
emoo_•plinin9_9labal_menu, 

514 D); 
515 •mmot.hing_menu • 
511 .. nu_cnat• C llEllD -Pm.LIUmlT -ITEM, •Avera9in9•, 
517 amoo_avera9ing_menu, 
511 llEllD -Pm.LIUGllT -ITEM, •Epailan Pilt•ring•, 
519. 
510 llEllD 
511. -fm.LRJGBT -

8mOO_epailon_menu, 
Iftll, •splinin9•, 

8mOO_aplininv_ .. nu, 
512 0); 
513 _.aurea.nt_-"a • 
SH -.nu_onate C 
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595 llERU_STRDG, •Ab•olutee•, 
516 MEND_VALOE, llEAS_ABS, 
517 ta:ND_AC'l'IOll_PROC, do_mea•urelll9nt_choice, 
518 o, 
5H llEllO _I'l'EH, 
100 llEND _STRING, •AftCJUlarity•, 
101 llEND _ VALOE, llEAS_.uit;, 
102 llEND_AC'l'ION_PROC, clo_mea•urem.nt_c:hoice, 
103 o, 
104 llEllO _ I'l'EH, 
105 llEND_STRillG, •Sinuo•ity•, 
I Of llEND_ VALOE, llEAS_StN, 
107 llEND_AC'l'ION_PROC, clo_aieaeurement_choice, 
108 o, 
109 0); 
110 color_menu • 
111 1119nu -create c llDO_S'l'IUllG_l'rEK, "White•, 
'12 WHITE, 
113 llERD_S'l'RillG_ITEM, •Red•, 
114 RED, 
115 llENU_STIUNG_ITEM, •Green•, 
11' GREEN, 
117 llDO_STIUNG_ITEM, •Blue•, 
118 BI.OE, 
119 llDO_S'l'RI'HG_tTEM, •Yellow•, 
120 YELLOW, 
121 ~_.STIUNG_ITEM, •Cyan•, 
122 ctAN, 
123 llENU_STIUHG_ITEM, •Magenta•, 
124 IAGENTA, 
125 llENU_STlUHG_ITEM, •a1act•, 

·~r21 m.Aa, 
127 llERO _ICXED, DOE, 
121 11ENU_110T1n_•a~, clo_c:olor_Ghoic:e, 
129 0): 
'30 back_color_ .. nu • 
131 -nu_create ( llENU_STlUllG_ITEM, •Whit.•·· 
132 WHITE, 
133 llEHU_STIUHG_lTEll, •U9ht Red•, 
134 J.IGHT_UD, 
135 llDO_STIUHG_ITEll, •Li9ht Green•, 
136 J.IGHT_ GREEN, 
137 llENU_S'l'RillG_ITEM, •J.ight Blue•, 
138 J.IGHT_BI.CI!, 
131 llEHU_STR.IllG_ITEH, •Gray•, 
140 GltAY, 
141 llEHU_STIUllG_ITEH, •s1act•, 

... 
142 ~CK, 

.. 
143 llENO_IOXED, TROE, 
144 llENO_llO'l'Irt_IROC, clo_color_c:hoice, 
HS 0); 

color_type•_ .. nu • 
., -nu_create ( llDO_PlD.UUGB'l'_l'l'Ell, -.oint••, 

148 colc;tr_-.nu, 
IH llEHU -PlD.UUGB'l' -I'l'l:ll, •I.in••·· 
ISO color_-.nu, 
151 IEHU_IUJ.LRIGB'l'_I'l'Ell, •area••, 
152 oolor_ .. nu, 
153 llEHU_PULLRIGlll'l'_tnll, •rorevround•, 
154 oolor_ .. nu, 
155 MEllU _IUJ.LRIGll'l' _l'l'l:ll, ... ck9round•, 
151 a.c:Jt_color_.-nu, 
157 0): 

"" 
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C58 cU.•play_..,.a • 
'59 .. nu_ create ( llEHU_ITDI, 
HO. IENU _S'l'lllllQ, •clear•, 
Hl IENU_VAJ.UE, DlSP _CI.EAR, 
H2 ENO_ACTIOM_noc, do_di1play_cboice, 
113 o, 
IH llENO_ITEM, 
HS IENU_S'l'lllllQ, .. •zoom ift•o 
HI llENU_VAJ.UE, DlSP_IOOll, 
H1 llERU _AC'l'IOll_PROC, do_di•play_c:boice, 
HI O, 
Ht llEllO_PUl.LIUGBT_lTEM, •eo1or•, 
'10 color_typea_mnu, 
en 0); 

,,. 
C'7Z 
U3 !• defin•_•nu• •/ 
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void 
define_vindov• Caqc, arp) 

int aqc; 

,. 
char ••arcJV[); 

. • , Define n-ded SUnViev frame•, panel•, canva•••• et.c • 

( 

lineailllp_icon ~ /• control_frame (•h•ll) icon */ 
icon_create C ICOll_IMAGE, licon~zrect., 

,. 
0); 

* Define main control panel, with proce11 control panel and data control panel 
•/ 

cont.rol_fram • 
windov_create C IRJl.I., FRAME, 

l'RAME_ARGS, argc, argv, 
l'MME_ICOll, line•imp_icon, 
l'IWIE:_BACKGROOllD_COLOR, lcontrol_b;_color, 
l'MME_FOREGROOllD_COLOR, lcontrol_fg_color, 
l'IWIE_IllREllIT_cor.oas, FALSE, 
l'IWIE_LABEI., · •J..ine Sin;»lific:at.ion Control", 
v111_x, o, 
VIll_Y, o, 
Will_SBOW, nm:, 
Oll . . 

cont.rol_pan•l -
vindov_cnat.• ( cont.rol_fraaw, 

Will_COI.OllNS, COll'l'ROL_VIDTH_l+COHTROL_WIDTH_2, 
0); 

aimplify_button_image • 
pan•l_but.t.on_imag• ( control_panel, •Simplify", 10, WU.>; 

•mootbe_button_ima9• • 
panel_button_image C cantrol_panel, •smot.he• , 10, BOLL>: 

mea•ure_button_ima9• • 
pan•l_button_image ( control_J)&ftel, •1tea•ure• , 10, BOU): 

r•••t._button_ima9• • 
panel_butt.on_:i.mage ( control_J)&ft•l, •a.aet.• , 10, llDLL): 

quit_but.t.on_imag• • 
pan•l_butt.on_image C cont.rol_J)&llel, •Quit.• • 10, llDLL>: 

•ilnplify_button • 
pan•l_cr .. t.e_it.•m ( cont.rol_J)&llel, l'UIEJ. BOTTON, 

l'ANEI._LABEJ._I~GE, •implify_but.t.on_ima9e, 
l'ANEI._ITEM_X, ATTR COLCO>, 
l'ANEI._ITSH_Y, ATTRJtCNCSIMP_llOW)-2, 
•ANEI.-•or1n_noc, •..saroee .. , 
•AREL_EVEllT-'ROC, 8bov_button_ .. nu, 
0); 

ailllplif icat.ion_ .. t.bod • 
panel_cr .. t.•_it•m C cont.rol_,anel, l'Al1EL llESSAGE, 

•UEL_LMEL_STRIRG, •simplification .. t.bod:", 
l'AREL_ITEM_X, ATTR_COL (13> , 
•MEL_ITEM_Y, ATTR_Jt.CN CSIMP _llOW> , 
•UEJ.-EVEllT-'ROC, 8bov_INt.t.on_ .. nu, 
0); 

c:urrent_•illlplification • 
panel_cr .. te_it- C control_,anel, l'AllEL_llESSAGE, 
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PAllEI. -LIBEL -S'J'RIBG, SJNP_DEFADJ.T, 
PUEJ._LUEI._BOLD, DOE, 
IAllEL_I'l'Ell_X, a.rn_cOL(COHTROL_VIDTH_l), 
IAllEI._ITEM_Y, a.rn_aaw (SIMP_ROW), 
IABFiJ._EVE!fT_IROC, ahow_but.t.on_-nu, 
0); 

ailllpli!ieation_•alu• • SillP_DEFA~T_VALOE: 

•moot.b•-~t.on • 
panel_cHat.•_it- C control_panel, IAHE1._8tri:l'ON, 

•ANEL_LABEL_IlllGE, UIOOt.be_bat.t.on_tmap, 
IUEL_ITEM_X, A'l'Tll_COL (0), 
•AllEl._ITEM_Y, ATTR_RONCSMOO_ROW)-2, 
PMEL_llOT.tFY_PRDC, do_proc:•H' 
tUEl._EVElft'_IROC, ~ow-butt.on_-nu, 

. 0); 

amoot.hing,;_met.hod • 
panel_cr .. t.•_it.em C c:ont.rol_panel, PAMEL_lf:ESSAGE, 

•ANEJ.-~_81'1t?NQ, ·~othing Method:•, 
PAllEl._ITEM_X, ATTR_COL(13), 
PAllEl._ITEM_Y, ATTR_RON CSMOO_ROW), 
•AHEJ._EVElft'_PROC, llhow_butt.on_-nu, 
0); 

current_•moot.IU.Ag • 
pan•l_create_it.- C c:ant.rol_panel, PAllEL_llESSAGE, 

IANC._LUEJ._S'l'RillG, SllOO_Da"Am.t, 
IANEJ._Lam:I._BOLD, TRUE, 
IMEJ._J:TEll_X,. ATTR_COL(COllTROl._VIDTH_1), 
PANC._I'l'Ell_Y, AftR_RONCSMOO_JlOV), 
PAllEl._J:VER'l'_PROC, .abow_but.t.on_ .. nu, 
0); 

•moot.bing_•alue • SllOO_DEFAUJ.T_~: 

... •ure_but.t.on • 
panel_c:r-t.e_item C oont.rol_panel, •A11C._B1n'T011, 

PANEL_LABC._IlaGE, •••ur•_butt.an_i•g•, 
PMEJ._ITEM_X, l.TTR_COLCO), 
PUEJ._I'l'Ell_Y, l.TTR_RON<llEAS_ROW)-2, 
PAllEL_BO'l'D'Y_PROC, do_proceH, 
PMEJ._EVElft',.:PROC, abow_but.t.on_-nu, 
.0); 

.. aaur•-nt_met.bod • 
pan•l_crute_it.~ C c:ant.rol_panel, IAREJ._llESSAGE, 

IAllEI._LaBEL_l'Z'RIBG, •Jlea•urcnmnt Met.hod:•, 
PUEJ._ITEM_X, l.TTR_COl.(13), 
PAllEl._ITBM_Y, ATTR_RCIN(MEAS_ROW). 
IAllEl._EVEll'l'_PROC, abow_but.t.on_..nu, 
0); 

c:urrent_ ... •uzell9nt. • 
panel_cr .. t.e_it- C aantrol_panel, PAllE:L_llESSAGE, 

IAllEI._1.ABE%._S'l'Jll11G, llEAS_DEFAD:L'f, 
PUl:l._z.a&El,_am.D, TRUE, 
IAlll:l._ITEM_X, ana_coi. (COllTROL_VIDTH_1) , 
PAllEL_JTEM_Y, ana_aON cm:u_.,.,,, 
IAllEI. l:VE1l'1' IROC, abow_but.t.on_mnu, 
0); - . . -

•••u~nt_•alue • llEAS_Dl:FAUJ.'l'_vaLUE: 

n•et._butt.on • 
panel_create_it- C oont.rol_panel, PAREJ._BOT'l'OJI, 

PAllEl. LIBEL IllAGE, n••t. butt.on ima9•, 
IMEJ. - I'l'Ell i, A'l'ft COi. ( -

(c0wraoL_WIM"Jl_1+cOlft'ROL_WIDTs_2) /2-11) , 

5 ~ 
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PANEI._ITEM_Y, ATTR_ROW(BO'l'TON_ROW)-2, 
PANEI._llO'l'IFY_noc, do_r•••t, 
0); 

quit_batton • 
pan•l_cr .. t.•_it- ( control.J'an•l, PANEJ._BU'l'TON, 

IANEI._taEL_IlaGE, quit_button_ima9e, 
IANEL ITEM X, ATTR COL ( 

(CONTROL_WIDTH_1+cONTROI._WIDTe_2)/2+1), 
PMEl._1'1'EM_Y, ATTR_RCW (IUTTON_ROlf) •2, 
PAllEl._llOTlFY_noc~ do_quit, 
O): 

windov_fit_b•ioht (oontrol_panel); 

bottom_,-n•l • 
vindow_cnat.• ( control_fr ... , PANEL, 

VIll_COI.OMNS, CONTROI._WIDTH_1+COHTROL_WIDTH_2, 
vm _BEJ.CN, control~nel, 
VIN_X, o, 
0); 

cli•~lay_titl• • 
panel_cr .. te_it- ( bottom~nel, tANEI._MESSAGE, 

IANEL_~_STRING, •Di1play1:•, 
9UEL_I'fEll_X, ATTR_COL(O), 
tAllEL_!!EM_Y, ATTR_ROW (DISP_llOW) , 
0); 

•how_but.ton_image • 
panel_button_image ( bottom_panel, •aov• , 10, llUl.l.); 

hide_button_image • 
panel_button_ima9• ( bottom_panel, •Bide" , 10, ROI.I.) : 

overlay_button_illa9e • 
panel_button_image ( bot.tom_panel, •o.erlay• , 10, llUl.l.), 

no_overlay_button_ima9• • 
panel_button_i•ge ( bottom_panel, •110 O..rlay•, 10, llUl.l.), 

cli•p_mav_bide_button·· 
~nel_create_item ( bottom~nel, IUEI._BO'n'OB, 

PANEL_J.ABEL_IlaGE, •hav_button_ima9e, 
PANEL_!TEM_X, AT'l'R_COL(ll), 
IAHEI._ITEM_Y, ATTR_RCW(DISP_ROW)-2, 
PAHEI._NOTIFY_PllOC, 8hav_bide_cli•playa, 
0); 

cli•p_overlay_button • 
panel_cr .. t.e_it.em ( bot.tom_panel, P.AHEL_BO'l'TOH, 

PAllEl._I.MIEI._llaGE, cnrerlay_button_ima9e, 
PAREI._I'l'EM_X, ATTR_COL (25) , 
PAHEI._I'l'EM_Y, A'l"l'll_llOWCDISP_llOW)-2, 
PAllEl._ROTIFY_PllOC, cnrerlay_cliaplaya, 
0); 

coordinate tit.le • 
· iaan•l_cr .. t•_it•• < bottom_panel, tANEL:_llEsSAGE, 

PAllEl._LMIEL_STllillG, •Coordinates:•, 
PAHEI._ITEM_X, A'l"l'll_COI.(0), 
PAHEI._ITEM_Y, A'l"l'll_llOW(COOR_llOW), 
0); 

coor ahov bide butt.on • 
saine1_C:r .. t;_it.e11 ( bottom_pane1, PANEL_BO'l'TOll, 

P~_LMIEL_IlaGE, •hov_but.t.on_ima9e, 
PAHEI._ITEM_X, A'n'll_COI.(13), 
PANEI._ITEM_Y, · A'n'R_ROW (COOR_ROW> -2, 
PAHEI._RorIFY_PllOC, ahow_bide_coorclinat.ea. 
0); 

vindow_fit._llei9bt. (bot.tom_J18Del); 
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IH control_fra .. , •ANEJ., 
H5 •ANEL_LABE!._BOI.D, l'JU.SE, 
HI •I•_aaws, llU:_MEASaRES, 
H'7 WI11_COLDlllS, CONTROL WIDTH !+CORTROl. WIDTH 2, 
HI WIR_BEI,OW, 'bot.t.om_;.ne1, ""':' - -
HI Wlll_X, D, 

., 
870 0); 
171 
112 
173 .. 

for Ci • O; i < llAX_llEASOIES: i++) 
.. aaurement_line[iJ • 

penel_cnat.e_it-(meaaun .. nt.a_panel, PAllEl._llESSACZ, 

,,, 
•AHEJ. VALUE DISPLAY l.EllGTH, CONTROL WIDTH l+CONTROL WIDTH 2, 
~UEJ.)TEM_X, -

.,, 
115 An"R_Coi: (0) , - - -

•UEJ._lTEll_Y, l.n"R_llOlf(i), 
OJ; 

118 vindov_ .. t Cmeaaunmenta_panel, WI•_aaws, O, 0); 
119 vindov_fit_bei9bt c .. aaurement.a_panelJ: 
180 vindov_fit (control_fr ... ); 
181 
182 .tolerance_popup • 
183 vindov_create ( control_frame, l'RAKE, 
184 l'JWIE BACKGROUND 
185 l'JWIE-FOUGROUND~COLOR, 
IH -

COLOR, 6popup_bg_color, 
6popup_f9_color, 

w111_aaws, - 3, 
187 WIR_SHOlf, l"AI.SE, 
188 Wlll_X, 50, 
181 Wl11_Y, HS, 
HO 0): 
891 tol•rance_pan•l • 
892 windov_creaf.e ( toleranc•..,POPUP• PAHEI., 
113 0); 
114·· tol•rance_t-.t_it ... • 
115 panel_c:rute_it- ·C t.oleranc~_panel, •AllEl._'l'ExT. 
IH •AHEJ._J.ABEl._S'l'R.IllG, •Enter tolerance (in piael:s):•, 
117 IAllEL VAJ.UE, 'fOt_DEFAtn.T, 
118 IAllEl._VAl.UE_DISPI.AY_LEHGTR,VAl.UE_tEN, 
HI •UEJ._VAJ.UE_STORED_tENG'l'H, VAZ.OE_LEN, 
100 0); 
101 tolerance_ok_butt.on • 
102 panel_c:r .. t.e_it.- ( tolerance_panel, PAHEl._BOT'l'ON, 
103 IAllEL_~_IlaCZ, panel_buf.t.on_ima9• 
104 tolerance_panel, •og•, 10, lltn.:i:.), 
105 PAllEt_'lfOTlFY_PROC, ok_but.t.on, 
106 •AHEJ._ITEH_X, ATTR_COl:.(11), 
101 •AREL_ITEH_Y, An"R_RCN(2), 
108 0); 
101 vindow_fit (tolerance_panel): 
110 vindow_fit. 
111 
112 ,. 

(tolerance..,POPUP): 

113 ., • Define coordinate panel for input and out.put coordinate• . 
114 
tis coordinat•_fr... • 
111 •inclow_create C eontrol_fr.... l'RAllE. 
111 l'RAME I.aBEl., 
111 •original (input) and •difi•d (oatput.) coordinat.H•, 
111 l'RAME ?RHD?T cm.oRS, l'Al.SE, 
120 l'RAME-BACKGROmm COI.OJl, lcontrol ~ color. 
121 nwa::rOREGROUHD: COJ.C>R, 1cont.rol:fV:c:o1or. 
122 nAME DOllE •aoc. do 
123 n11 now, - done, 

ni:sl:, 
124 W:r'lf:X, 545, 
t2S Wl'lf_Y. O, 
12' 0); 
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fil•_in_pan•l -
vindow_creat• ( coordin•t•_frame, IAllEL, 

IANEL_LABEI._BOJ.D, TRUE, 
Will_Cot.OIDIS, CQOIU)S_COLS, 
Will_ROWS, 
0): . '· 

load_buct.on~i•CJe • 
panel_button_i•9• ( fil•_in_panel, •Load• , 8, ROLL); 

clear_button_ima;• • 
panel_button_i•;• 

••••_button_imv• • 
panel_button_j,•qe ( file_in_panel, •save• , 8, ROLL): 

path_in_item • 
panel_cr .. te_item ( file_in_panel, IAHEL_TEXT, 

IANEL_LABEI._STRillG, .,ath:•, 
IAllEL_VALUE_DISPLAY_LENGTH, DME_t.E'H, 
IANEL_VALUE, ••, 
PANEI._ITEM_X, ATTR_COL(O), 
IAREI._!ftM_Y, A'l'TR_llOW (0) • 

0); 
~il•_in_it•lll -

panel_create_item file_in_panel, PANEL_'fEX'l', 
PAllEL_LASEI._STRING, •File:•, 
PA'HEL_VAI.UE_DISPLAY_LDIGTH, llAME_LE'H, 
IANEL_VAI.UE, ••, 
PANEL_ITEM_X, ATTR~COL(O), 
PANEL_ITEM_Y, ATTR_ROW Cl) , 
0); 

fil•_in_ ...... ,. -
panel_cr .. te_item ( file_in_panel, PANEL_MESSAGE, 

PMEI._ITEM_X, ATTR_COL (0) , 
PANEL_rrEM_Y, ATTR_llCM(2), 
PAHEl._VAI.UE_DISPLAY_I.EllGTH, llAHE_LEN+6, 
0); 

coor_in_load_batton • 
panel_cr .. te_item ( file_in_panel, PANEL_BtrrTOll, 

PAHEL_LABEI._IaGE, load_button_ima;e, 
IA'HEL_ITEM_X, MTR_COL(O), 
PA'HEL_ITEM_Y, ATTR_ROW(3), 
PANEL_NO'l'IFY_PROC, file_i_o, 
0); 

coor_in_clear_button • 
panel_cr .. te_item C file_in_panel, •AHEL_BUTTON, 

l'UEL_LASEI._IlmGE, cl .. r_button_image, 
PANEL_SHOW_ITEM, FALSE, 
PA'HEL_ITEM_X, ATTR_COL(ll), 
PANEL_ITEM_Y, ATTR_ROW (3), 

l'All'Et_RO'l'IFY_PROC. cl .. r_coordinates, 
0); 

coor_in_•ave_button • 
panel_cr•te_ite111 ( file_in_panel, PANEL_BtrrTON, 

PANEL_LABEI._IaGE, •ave_button_ima;e. 
PANEL_SROW_ITEM, FALSE, 
PANEL_ITEM_X, ATTR_COL (22) , 
PANEL_ITEM_Y, ATTR_ROW(3), 
PAllEL_llO'l'?FY_PROC, file_i_o, 
0); 

input_h~der • 
panel_cr .. te_it- ( file_in_panel, PAllEJ._la:SSAGE, 

PAllEL_LABEI._STRillG, •:z: 11 P U T•, 
l'AllEL_ITEM_X, ATTR_COL(COORDS_COLS/2-5), 
PAllEl._I'l'Dl_Y, ATTR_ROW(4), 
0); 
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HO coord_in_beadar • 
Hl pan•l_crut•-it- C file_in_panel, tABL_llESSAGE, 
H2 PANEl._J.MIEL_S'J'AJHG, eoord_eolumn_header, 
H3 IANEL_I'l'EM_X, A'l'TR_COL (0) , 
tH PAHEl._ITEM_Y, ATTR_ROlf($), 

.,, 
H5 0); 
tH vinclow_fit_height Cfile_in_,....1); 

fil•_out_panel • 
HI vindow_erea~• ( coordinate_frame, PANEL, 
HI PANEL_LUEL_BO:r.D, nm:, 

1000 w111_a1GRT_OF, fil•_in_panel, 
1001 WIR_Y, O, 
1002 WD_cm.mms, COORDS_COI.S, 
1003 wtll_RCJllS, 
1004 0); •• 
1005 path_out_it.- • 
1006 panel_ereat•_item file_out_panel, PANEL_'l'EX'l', 
100' PUEI._WEI._STRING, •Pith:", 
1008 rMElt_ VAJ-OE_DlSP~Y-LEJIGTR, NAHE_U:H. 
1009 PAHEl._VJU.OE, ••, 
1010 PANEL_ITEM_X, A'l'TR_COL(O), 
1011 PUEL_lTEM_Y, AT'lll_RCJll (0). 
1012 0); 
1013 fil•_out_item • 
1014 panel_er .. t•_item ( fil•_out._panel, PAllEt_TEXT, 
1015 PAllEL_~_S"l'R1RC:, •File:•, 
1016 IAllEt_VALm:_DISP~Y_LDlG'l'R, DHE_LEN, 
101'7 PANEl._VALOE, ••, 
1018 PANEJ._J:D:M_X. AT'l'R_COl.(0). 
1011 PAIEL ITEM Y, An'R_ROlf(l), 
1020 0): - - ... 

1021 fil•_out_ .. •••9• • 
1022 panel_cr .. te_it.em C f ile_out_panel, PANC._llESSAGE. 
1023 PAllEL_ITEM_X, ATTR_COL(O), 
1024 PAllEL_JTEM_Y, ATTR_ROlf l2). 
1025 PAllEl._VALUE_DlSP~Y_LEllG'l'H, JIAME_LEN+6, 
1026 0); 
102'7 coor_out_c1 .. r_bat.t.on • 
1028 panel_cr .. te_item ( fil•_out_panel, PARl:J._Ba'1'TOH, 
1029 PUEJ._LUEL_llACZ, clear_buttcm_i•g•, 
1030 PAllEL_SROW_ITEM, FALSE, 
1031 PAHEl._ITEM_X, A'n'R_COL (11) , 
1032 IAHEl._ITEM_Y, A'n'R_ROlf(3), 
1033 PAllEL_RO'l'lFY_PROC, cl .. r_coordinates, 
1034 0); 
1035 coor out_aave_button • 
1036 panel_cr .. t•_itmn ( file_out_panel, IAllE.1._Ba'1'TOH, 
103'7 IMEL_LUEL_llACZ, Mve_buttcm_image, 
1038 • PANEI._SBOlf_?TEH, i'lu.sE, 
1039 IMEL_?TEM_X, ATTR_COl.(22), 
1040 · IMEJ._JTEM_Y, AT'l'R_RON (3) , 
1041 IMEJ._•ann_noc, fil•_i_o, 
1042 0); 
1043 outp9t_beader • 
1044 panel_cr .. te_item C file_out_panel, PARl:J. llESSACZ, 
1045 PAllEL_LABEL_STIURC:, •o 0 T P 0 T", 
1046 PANC._JTEM_X, AT'l'R_COL (COORDS_COLS/2-6), 
ion PAllE.1._JTDl_Y, AT'l'R_RCJll (4), 
1048 0); 
1049 coozd_out_b .. der • 
1050 panel_cr .. te_i~ ( tile_out_,....l, PANEJ._llESSACZ, 
1051 . JUEi. LIBEL S'l'RJllG, ~rd_colwan_h .. de~, 
1052 •UEI.:ITEM_i, . · ATTR_cm. (OJ, 
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1053 tAllEL_ID:ll_Y, A'l'TR_ROll (5), 
1054 0); 
1055 vindov_fit_bei9ht Cfile_out_panel); 
1056 
105'7 coord_cur•or • 
1058 cur•or_create ( CORSOR_IllAGE, lcro••_pizrect, 
1059 cuasoa_XHor, 8, 
1060 c:oasoa_YBor, 8, • 
1061 cuasoa_OP, CPIX_sac I •Ix_DS'l') , 
1062 0); 
1063 
1064 coord_in_panel • 
1065 vindow_create coordinate_frame, PAllEL, 
1066 PUEL_LDEl._BOLD, TRUE, 

.. 106'7 Will_BEI.OW, file_in_panel, 
1068 Will_X, O, 
1069 Will_WIDTH, 
1070 (int) window_9•t (fil•_in_panel, WIN_WIDTH, 0), 
10'71 WIH_ROllS, cooaos_aows, 
10'72 Will_LEFT_llARGill, 4, 
10'73 WIH_RIGHT_llARGIH, 4, 
10'74 WIH_TOP_llARGill, 4, 
10'75 WIH_BOTTOM_MUGIH, 0, 
1016 Wlll_CORSOR, coord_cur•or, 
107'7 Will_ VDTICAL_SCROLIMR, acrollbar_create 
10'78 SCROLI._PLACEMEHT, VERTICAL_LOC, 
10'79 SCROLI._BOBBLE_MUGIH, BOBBLE_MARGIH, 
1080 0), 
1081 0); 
1082 c~rd_out_panel • 
1083 window_creat• ( coordinate_frame, Pmt, 
1084 IANEJ._LUEL_BOLD, TRUE, 
1085 W?ll_BELClll'. ~.il.•_out_pan•l., 

1086 VIll_llICJtT_or, coord_in_pan•l. 
1087 WIH_WID'l'R, 
1088 (int) vindow_9et (file_out_panel, WIN_WIDTH, 0), 
1089 WIN_ROWS, COORDS_ROllS, 
1090 WIH_Ll:F'r_MUGIH, ·4, 
1091 WIH_RIGHT_llARGIN, 4, 
1092 Will_'l'OP_llARGIH, 4, 
1093 WIH_BOTTOM_MUGIH, O, 
1094 VIll_VDTICAL_SCROLIMR, •crollbar_create 
1095 SCROLL_Pl.ACEHEHT, 'VERTICAI._LCC, 
10H SCROLlo_BUBBLE_MUGIN, BUBBI.E_llARGIN, 
1097 0), 
1098 0); 
10H for Ci • O; i < IWC_COORDS; i++) ( 
1100 char l.Uel [LABEJ._LENJ : 
1l01 •printf (label, ••4d•, i+l); 
1102 coord_in_l&bel[i) • panel_cr .. te_it•• C . 
1103 coord_in_panel, •AHEL_llESSAGE, 
1104 •AHEL_LABEJ._S'l'RIHG, label, 
1105 PAllEL_ITEM_X,- A'l'TR_COL(O), 
1106 •DEL_I'l'EM_Y, A'l'TR_ROll(i), 
110'7 0); 
1108 coord_out_label [iJ • pan•l_creat•_item C 
1109 coord_out_panel, •AllEl.-•SSAGE, 
1110 •DEL :r.aBEl. STRING, label, 
1111 •DEL:I'l'Eil_X, A'l'TR_COL(O), 
1112 •AllEL_I'l'EM_Y, A'l'TR_ROll Ci) , 
1113 0); 

1114 for (j • X; j <- I; j~+) ( 
1115 icoord(i) [j) • 
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ocoord(iJ[jJ • •1; 
coord_in_oell [iJ [jJ • panel_create_it- ( 

· coord_in_panel, IAHEI._TEX'l', 
tAHEI._IMEl._S'l'RillG, •1•, 
rANEL -mm; -STORED -LENGTH, VAl.UI -LEN, 
•MEL_VJU.m:_DISP~Y-J.EMG'l'H.VJU.Ul:_LEN. 

PAllEl._tTEll_X. . 
A'l'ft_COL(~_LD+l+(j• (VALOE_:LEN+3),, I 

tAm._Iftll_Y, A'l'ft_llCM(i), 
•Am._ROZ'D'Y_J.l:Yl:L, PAHEL_A.LL, 
tAllEt._BOZ'll'Y_PROC, •t•r_coord_cbar, 
tam._l:VElft'_taoc:, locate_! t-, 
OJ; 

coord_out..-,9tart[iJ [jJ • panel_cnat•_it- ( 
coord_out_panel, PAHEI._MESSAGE, 
PAHEI._IMElo_S'l'RillG, •1•, 
PUC._I':EM_X, 

UTR_COL(IME1o_LD+1+(j• (VALUE_LEH+31 I I. 
PMEL_ITEM_Y, A'l'ft_llCM(i), 
OJ; 

coord_out_c•ll(iJ(jJ • pan•l_cr .. t•_it•m 
coord_out_panel, •AllEl._MEsSAm:. 
PANEL_LaBEL_BOLD, J'AI.S!, 
tAmt_J':EM_X, 

un_cm. (IME1o_l:.Ell+3+ (j• CVALUE_LEll+3), I • 
PAllEL_n'Ell_Y, A'l'ft_ROll lil, 
0); . 

) 

coord_in_ender(iJ • panel cr•t• item ( 
eoord_in_pa;el. PAllEI._lll:SSACiiE, 
•UEL_IMElo_S'l'lU11G, • 1 •, 
•AREt._?'l'Ell_X, ... ATTR_COL C2 9) • 
PAREl._I'l'Ell_Y, ATTR_aow (i). 
0); 

coord_out_ender[i) • pan•l_create_item ( 
coord_out_panel, •AREL_llESSAGE, 
PAREl._IMElo_SftIBG, • 1 •, 
PAllEL_t'l'EM_X, ATTR_C0~(29), 

PAllEZ._I'l'Ell_Y, ATTR_RON(i), 
OJ; • 

) /•·for i •/ 
vindow_fit (coordinate_fr ... ); 

• Input ' output can••••• for graphic repre•entation• of original and aodifi•d linH 
•/ 

di•play_fr ... • 
vindow_cr••t• C control_fr ... , l'RAllE, 

l'MME_La&EJ., 
•ori9inal (input) and 8Ddified (output) line:•. 

l'RAllE_DOllE_PROC, do_c1on •• 
Will_X, ,,., o,. 
WDl_Y, 
Will_SBOlf, FJU.SE, 
OJ; 

drav_cur•or • 
.. cur•or_create cmtSOR_nam:, IUir•_pLarect, 

caasoa_xaor, 
caasoa_nor, •• 
cmtSOR_SRON_CROSSHAIRS, •• 
cmtSOR -CROSSKAIR -

TRUE, 
cal', 10. 

OJ; 
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1179 w!Adow_cnat• ( cli•play_frame, QHVAS, 
1180 CAllVAS_WIDTB, CAHVAS_mx_x, 
1181 CMIVAS_HEIGH'i', CANVAS_MAX_Y, 
1182 · CUVAS_AOTO_IBRillK, FALSE, 
1183 WIH_WIDTR, JHIT_VIDTH, 
1184 WIH_BEIGll'l, IBIT_HEIGHT, 
1185 WI'N_CURSOR, draw_cur•or, 
1186 WIH_ VERTICAJ._SCROLI.MR, •crollbar_create ( 
118'7 SCROLL_PI.ACEME!ft', VER'l'ICAI._LOC, 
1188 SCROLL_BOBBI.E_llMGIH, BOBBJ.E_DRGIH, 
1181 0), 
1110 WIH_BORIZOllTAL_SCROLI.MR~ •crollbar_cr .. te C 
1111 SCROLL_DIRECTIOH, SCROLL_HORIZONTAL, 
1112 SCROLL_PI.ACEMEHT, BORIZOHTAL_LOC, 

.1113 SCROLL_BOBBLE_llMGIH, BOBBJ.E_MMGIN, 
1194 0), 
1115 !• need all mou•• button• for •crolling! •/ 
11'6 Wil_CORSUME_PICK_EVENTS, WIN_MOOSE_BOTTOHS, 
119'7 LOC_DRAG, 
1198 O, 
11H bandle_canvaa_event, 
1200 
1201 output_canvaa • 
1202 window_create cli•play_~ra ... caHVAS, 
1203 CUVAS_WID'l'H, C:UVAS_IWC_X. 
1204 ONVAS_BEIGHT, CANVAS_MAX_Y. 
1205 ONVAS_AOTO_SJlllillK, FALSE, 
1206 WIN_RIGRT_OF, !Aput_canva•, 
1207 WI'N_VIDTH, JBIT_VIDTH, 
1208 WIH_BEI~T, JllIT_BEIGHT, 
1209 WIN_CURSOR, draw_cur•or, 
1210 WIN_ VER.TICAL_SCROLI.MR, acrollbar_create 

-1211.- SCROLL_PI.ACEMEHT, . · VERTICAL_LOC, 
1212 SCROLL_BOBBLE_llMGIH, BOBBLE_DRGIN, 
1213 0), 
.1214 VIB_HORIZOllTAL_SCROLLBU., •crollbar_creat• ( 
1215 SCR.OLL_DIRECTIOH, SCROLL_BORIZONTAL, 
.1216 SCROLL_PI.ACEMEHT, BORIZOHTAI._LOC, 
1217 SCROLL_BOBBLE_MMGIH, BOBBJ.E_DRGIN, 
1218 0). 
1219 .I* need all mou•• button• for 1crollin;! •/ 
1220 VIN_CONSOME_PIC!t_EVENTS, VIN_llOOSE_BOTTOHS, 0, 
1221 WIB_IGRORE_PICIC_EVEHT, LOC_DRAG, 
1222 VIN_EVEHT_PROC, bandle_canva•_event, 
1223 0); 
1224 window_fit (cli•play_frame); 
1225 
1226 !Aput_pw • canv••...,Pixwin input_canva•); 
1227 output...P" • canva•_pixwin (output_canv••>: 
1228 
1229 
1230 
1231 ) /• clefine_vindowa •/ 
1232 

• 
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1233 
123• 

------··™---,™--™_, __ --™---·•/ 
23.., 

1235 
123, do_coloz_choice (menu, -nu_it-, np) 
123'7 Nenu ..nu; 
1238 menu_it•: 
1231 

,. 
c•np) (): 

1UO 
1241 
12'2 •· ProeH1 th• de1ind aolor choice 
1243 
124' 

., 
1U5 
12•& int color; 
12n color• (int) menu_99t (menu_it•, llEND_VAl.tJE); 
12U 
120 if (menu_99t (...nu, llEllU_PARE'll'l') rm 

1250 manu_tind· (c:olor_typH_•nu, llEND_S'l'RING, •Points•, 0) ) 
1251 ••t_color ( (input) 7 Ill_IOI'll'l'_COJ.OR : OOT_POIHT_COLOR, color) ; 
1252 .1.. . 
1253 it (menu_vet (menu, llEHO_IARENTJ rm 

125• menu_find Ccolor_type•_menu, llEND_S'ntIHG, •Lines•, 0) 
1255 aet_color ( (input) 7 IH_LillE_COLOR: OOT_LillE_COLOR, color); 
125' •la• 
1257 it Cmenu_vet (menu, llEllU_IARENT) rm 

1258 menu_find Ccolor_type•_ ... nu, llEND_S'l'RIHG, •Areas•, 0) J 
1259 aet_aolor ( (input) 7 IH_AJU:A_COLOR: OtJT_AREA_COLOR, color); 
1260 •la• 
1211 £.~ Cmm\\a_.,.t (menu, llEHU_•ABH'l') rm 

1212 · ..nu_find (color_types_wanu, IEND_S'ntING, •Foreground•, 0) 
1263 ••t_color ·(l'ON:CaROmtD, color): -.... · 
12H elH 
1265 if (menu_pt (menu, llElnJ_PAIEHT) rm 

12H ..nu_find Ccolor_type•_-nu, llEHU_S'l'RING, •a.ck9round•, 0) > 
126'7 .. t_color (BACKGROmtD, color); 
1268 
1269 /• ••t up new colozmap for th• can••• •/ 
12'70 if (input) ( 
1271 pw_eetcaen ... C input_r, cma.cm11_name); 
12'72 pw_JNtcolomap ( input_pv, O, COLOR_IAP_SIZE, RGB[R), RGB[G), "JlGB[B)); 
1273 .1.. ) 
127• 
12'75 pw_HtCIUn... 

( 
(output_r, cma.cma_n ... ); 

1276 pw_JNtcolomap (output_pw, O, COLOR_IAP_SIZE, llGB[R], RGB[G], JlGB[BJ); 
1277 ) 
12'78 
1271 ) /• do_color_cboice •/ 
1280 

... 
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1211 /*w 
1282 ------~--------"---'---- -----------------------·•/ 
1213 void 
1284 clo_display_choic• (IMftu, •nu_item, np) 
1285 llenu Mnu; 
1286 Menu_item •nu_item; 
128'7 caddr_t c•np) (); 
1288 
1289 /• 
1290 • Proc••• th• desired cli1play .. nu choice 
1211 •/ 
1212 

• 1293 
1294 Event 
1295 

.12H menu_get (menu_it•, llENO_VAI.'DE); /* force evaluation of pullrighta •/ 
1297 choice• (int) •nu_get ( .. nu_item, llENO_VAI.'DE); 
12H 1witch (choice) ( 
12H caH DISP_CLl:U.: 
1300 clear_coorclinat•• ( (input) ? coor_Ln_clear_button 
1301 coo:r_out_clear_button, null_event); 
1302 break; 
1303 ca .. DISP_ZOOll: 
1304 I* future capability •/ 
1305 break; 
1306 eaH DISP COLOR: 
1307 /• nothin9 needed •/ 
1308 b:reak; 
1309 default: 
1310 l:»reak; . 
1311 ·) /* nitch •/ 
13"12 
1313 /* do_di1play_choic• •/ 
131' 



r-6/4/87 11 :02 AM '!'8__________________________ lnesimp.c -----------•/ Page 25 
~ 

1315 ,. ___ 

131& 
131'7 void 
Ult Clo_don• ·(window, event, ar9) 
1319 Window window; 
1320 Event •event; 
1321 caddr_t a,rv; 
1322 
1323 ( 
1324 but.ton; 
13·25 
132& vindow_ .. t. (window, Wlll_SROW, FALSE, 0); /* cloH.vindow •/ 
132'7 
1328 but.ton • (window - coorclinat.e_frame) ? coor_eov_hide_butt.on 
1329 1 di•p_ahow_hide_button; 
1330 
1331 
1232 
UJJ 1• clo_don• •/ 
1334 
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1335 ---------------~------•/ 1336 
133'7 void 
1338 do_dou9lH_Jteuc:ker (..,ent) 
1331 
1340 
1341 
1342 

,. 
Event •event; 

• Perform Dou9laa-Peucter aimplification al9oritbm on coordinate• 
1H3 •/ 
1344 
1345 ( 
1346 int i, cnt, t.ol; 
134'7 
1348 tol • at.oi ( vinclov_loop (tolerance_,opup) ); /• force UHr to pr.ea •og• •/ 
1349 
1350 if (oooord(OJ (XJ ,_ 0) /• clear old outpat data •/ ·­

' 1351 cl•r_coordinate• (coor_out_c1 .. r_button, ..,ent); 
1352 
1353 c:nt • (•x_reac:bed) 7 row+l : row; 
1354 c:nt • Douglae_P•uc:ker (tol, cnt); /• •impli~y it.I ·•1 
1355 
1356 for Ci • D: i < cnt: i++) ( 
135'7 ocoord[i)(ZJ • icoord(i)(ZJ; /• Z axi• not handled by this algoritbm •/ 
1358 ent.er_out_coordinate• (i); /•draw nw line •e;ment. */ 
1359 ) 
1360 
1361 I• ~-dou9la•_peucter •/ 
1362 
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1363 /tt wwwwwww _______ wwwmwww-~m-wwwwww--wwwwww------••-•/ 

'1314 
1365 YO id 
1366 clo_meaaure_abaolut•• 
11167 
1368 ,. 

() 

13H • lltHure number of coorcU.natH, total length, total nn• of a line 
1370 •/ 
13'1 
1312 
1313 • at.a tic 
1314 int 
1315 atatic 
13'76 double ilen, olen: 
1377 atatic 
1378 cbar •Hur~t.[IOJ, 
1379 nullber[BJ: 
1380 
1381 
1382 
1383 
1384 /•---------------------------------------------------------------------------------· • Rumber of coordinate• 
1385 ·-----~---------------------------------------------------·1 
1381 .. aaur .... nt[OJ • '\0'; /•.re•et. •/ 
1387 •treat. (meaaure1119nt., •Bamber of coordinate•: •); 
1388 if Cicoord(O)[XJ >- 0) ( 
1389 for (ic:nt. • O; ic:nt < llU_COORDS H icoord[ic:nt.) IX) >- O; icnt.++); 
1390 .treat. C•aaur-.nt., •IR->•); 
1391 apr~ntf Cnumber,·•,au•, ~c:nt>: 

1392 .treat. -c-aaur-.nt., number); 
1393 if (ocoord[OJ[Xl >- 0) ( 
1394 for (ocnt • O; ocnt < IAX_COORDS '' ocoord[ocnt.J[XJ.>- O; oc:nt.++); 
1395 at.reat. ( ... aureamnt., •; OCT -> •) ; .. 
13H aprint.f Cnwnb9r, ••au•, oc:nt.); 
1397 •treat. c .... aurement., nwaber); 
1398 ) 

1399 ) 
1400 panel_••t. (•a•ur..nt._line(O), PAHEl._IMEl._S'l'llING, .... urew.nt., 0); 
1401 
1402 1•------------~-------------·~-----------------------------------------------~---· 
1403 • Total len;t.h in inche• 
1404 
1405 ·-~----------------------------------------------------------------------------·1 .. a•urement.[O) • '\0'; /• re••t. •/ 
1406 •treat. c-a•ur911mnt, •Total len;t.h Cinch••): •); 
1407 if (icoord[OJ [XJ >- 0) ( 
1408 ilen • o.o: 
U09 for (i • 1: i < .x·COORDs H icoard(iJ(XJ >- O: i++) 
1410 il•n +- ealc diftanc:e Cic:oard(i-1], ic:oord[i)); 
1411 ilen • Cilen I DPI) + 0.005;" /• zouncl9d •/ 
1412 .trc:at. c-a•ur-.tt., • 111 -> •); 
1413 aprintf (number, •H.2f•, (float.) ilen); 
1U4 at.rcat. c-a•ur-.tt.. number) : 
1415 if (ocoord[OJ[X) >- 0) ( 
1U6 ol•n - o.o; 
1U7 for (i • 1; i < IWC_COORDS H ocoord[i)[Xl >- O; i++) 
1418 olen +• calc di•t.ance (ocoord[i-1J, oc:oord[iJ); 
1419 ol•n • Colen I DPI> + 0.005; /• rounded •/ 
1420 •treat. ( .. aaurement, •; OCT -> •) ; 
1421 aprintf (number, •11.2t•, (float.) olen); 
1422 •treat c ... aun-nt, number); 
1423 ) 
1424 
1425 
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1UI 
1U'7 
1UB /•-------------------------------------~------------------------------------------· • Avera9e number of coorclinat•• per inch 
1U9 
1UO mea•ure ·---------------------------------------------------------------------------------•/ .. nt[OJ • '\0'; I• r•••t •/ 
1u1" •treat (measurement, •avera9• t coordinat••/inch: •); 
1U2 if (icoord[OJ [XJ >- 0) ( 
1U3 •treat (mea•ur....,.t, • IR-->•); 
1434 aprintf (number, .,8.2f•, (float) (icnt I ilen) ); 
1US •treat ( .. a•urement, number); 
1UI if (ocoord[O)[XJ >- 0) ( 
1U'7 •treat (maa•ure•nt, •; OUT -> •) : 

~ 1UB aprintf (number, .,8.2f", (float) (ocnt I olen) ); 
1U9 •treat (maa•uremnt, number): 
1440 ) 
1441 ) 

· 1u2 
1443 
1444 panel_Ht (nwaiiurement_line [3) , tUEI._~L_STRIHG, •• , 0): 
1445 panel_••t (mea•urement_line[4], IANEL_IABEL_S'l'RIHG, •• , 0); 
1441 
144'7 vindov_fit_hei9ht (maaaurementa_panel); 
1U8 vindow_fit (control_frame): 
140 
1450 
1451 



~ 
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void 
do_mea•ure_angularity 

,. 
() 

• Meaaur• angularity of a line 
•/ 

( 

natic 
cbar -••urement[BOJ, 

number[BJ; 
•tatic •t.ruct. 
.. a•ure• imea•, o•a•: 

if (icoord[OJ[XJ >- 0) ( 
.. aaur• Cicoord, lime••>: 
if (ocoord[OJ[XJ >- 0) 

.... ur• (ocoord, lo..a•): 

/• toot.al angularity •/ 
.. a•urement.[OJ • '\0'; I• reeet •/ 
•treat. c .. a•ur...nt, •Tot.al Angularity: •); 
at.rcat c .. aaurement., • lB -> •); 
aprint.f (number, ••B.2f•, imeaa.t.otal_angularity); 
atrcat c .. aaur...nt, number); 
ir (ocoorcl[OJ[XJ >- 0) ( 

atreat C•anrement, •; OUT->•); 
aprintf Cnu.ber, ••a.2f•, omeaa.tot.al_angularity); 
atreat C ... •ur ... nt, number); 

/• ri9ht angularity •/ 
-••ur-.nt(OJ • '\0': I• reHt •/ 
•tr.cat c .. aaurement, •Ri9ht Angularity: •); 
atrcat c .. aaurement, • lB -> •); 
aprintf (number, ••8.2f•, imeaa.ri9ht._angularity); 
atrcat c .. aaurement, number); 
if (ocoord[OJ(XJ >- 0) ( 

atreat c ... aure .. nt, •; OUT->•); 
•printf (number, ••a.2f•, omeaa.ri9ht~angularity); 
•treat c ... au~t, number): 

) 

I• left angularity •/ 
-••urement[OJ • '\0'; /• reaet •/ 
atrcat c .. a•ur...nt, •:r.ft Angularity: •); 
•treat c-a•ur...,.t, • lR -> •); 
aprintf (number, ••&.2f•, imeaa.left_angularity); 
atrcat c .. aaurement, number); 
if (ocoord[OJ [XJ >- 0) ( 

atreat c ... aureamnt, •: OUT -> •): 
aprintf (number, ••a.2f•, 089aa.left_angularity); 
atrcat c ... •uftlll9ftt, Dumber): 

/• atanclardi••d angularity per inch •/ 
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1515 .. asur91De11t[OJ • '\0'; /• reset •/ 
1516 •treat ( .. asurement, •Standardiz.cS Angularity/Inch:•); 
1517 streat c-a•urement, • IB -> •); 
1518 •printf (number, ••8.2f•, ilneas.std_angularity_ineh); 
1519 •treat <-••ur91De11t, number); 
1520 if (oeoord[OJ[XJ >- 0) ( 
1521 •treat (measure .. nt, •: OUT->•); 
1522 •printf (number, ••8.2f", o .. as.std_angularity_inc:h); 
1523 •treat (measur ... nt, number): 
1524 
1525 • 
1521 
1527 /• total :runs •/ 

• 1528 .. asurement(OJ • '\0'; I• reset •/ 
1529 •treat <-••urement, •Total Runs: •); 
1530 •treat <-••urement, • IB --> •); 

• 1531 mprintf (number, ••au•, (int) imea1.total_:un1); 
1532 •treat c .. aaurement, number); 
1533 if (oeoord[OJ[XJ >- 0) ( 
1534 1trcat (mea1ure ... nt, •; O'DT --> •); 
1535 aprintf (number, ••au•, (int) o .. as.total_run•>: 
1536 •treat (measurement, number): 
1537 
1538 
1539 ) 
1540 
1541 vindov_fit_hei9ht (meaeurements_JNanel); 
1542 vindov_fit (eontrol_frame); 
1543 
1544 1• do_ .. aeure_angularity •/ 
1545 
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1541 
un 
1548 void 
150 

· 1550 
1551 I• 

· 1552 ., • lleaaure ainuoaity of a lin• 
1553 
1554 
1555 ( 
1551 
1551 ) /* do_ .. ••U~•-•inuo•ity •/ 
1558 
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..... __ ----·· ___ , ____ .. ___ WWW_WWWWWW _____________ ., 

1559 
1510 
1511 YO id 
1512 do_measurement_choic• (menu, menu_it .. , ap) 
15'3 M•nu -nu; 
1514 Menu_ item -nu_item: 
1515 caddr_t c•np) 0; 
1511 
1517 ,. 
15'8 • Set up th• desired measur ... nt method 
1511 •/ 
1570 
1571 
1572 menu_vet (menu_it•, llEHO_VALOE); !•Force evaluation of pullrights •/ 
1573 measur•ment_value • (int) menu_pt (menu_item, llEHO_VAI.'DE:): 
1574 ' 
1575 /• display 

~ 
th• measur...nt •thod on th• control panel •/ 

1571 panel_Ht (current_•asurement, PANEt_LABEt_STRING, 
1577 •nu_get (menu_item, llENO_STRING), 0); 
1578 
1579 ) /• do_measurement_choic• •/ 
1580 
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- ---------•/ 
void 
clo_proc••• (it-, event) 

Panel_ .. it•• it-; 

,. 
Event •event: 

• Proc••• t.b• coorclinat•• according to t.be current control method .. ttinga 
•/ 

( 

if (it•• - lilllf)lify_hutton) (. 
U (overlaid) 

overlay_di•playa (); t• r•••t overlay•/ 
•witch (•implification_value) ( 

ca.. SIMP _RTH_PT: 
break: 

caae SIMP_UNDOM_P'l': 
break; 

ca•• SIHP_~IRE_WIDTH: 

ca•• 
br-k:. 

SlHP_Eac:LIDEAN: 
br .. k: 

ca•• SlHP_~lC: 
--k; 

ca•• SlMP_AllGtn.Ml: 
br•k; 

ca•• SIMP_DIS'l'_AllC:U:: 
- br .. k; 

ca .. SIMP_REUIAH: 
· break; 

ca•• SIMP_ROBERCZ: 
break; 

caae SIHP_I.AHG: 
br•k: 

ca•• SIHP_JOBUHSEH: 
break; 

caae SlHP_OPHEIMi 
break: 

ca•• SIMP_DOU~: 
clo_clougla•_peucker (event): 
break: 

default: 
br•k: 

) /• •witch •/ 
t• aiJiplify •/ 

•l•• 
if Cit- - amoothe_button) ( 

if (overlaid) 
overlay_di•play• (); /• re•et owerlay •/ 

nitcb Cn.oothing_•alu•> ( 
ca•• •oo_SIHPLE_AVE: 

br .. k: 
ca .. 

ca•• 
•-t: aoo_llEIGRT_AVE: 

SHOO -nm 
br•k: -1.00lt: 

ca•• 8100 -PERlt!U.S: 
br•t: 

caae aoe>_BRC>PBYS: 

aa•• break: 
mlOO -CUBIC -D: 

_____ 
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1144 ... k; 
1145 C:He SllOO_PARM_SP: 
uu break: 
1647 ea•e SllOO_B_SPLillE: 
1648 break; 
164J ea•e SHOO_BEZIER_CDR: 
USO break: 
1151 default.: 
1152 break: 
1153 ) I• •wit.ch •/ 
1154 ) ,. 81DOOt.h• ., 
1155 •b• 
1156 if (it.•m .. meaaure_but.t.on) 

• 1157 •witch ( ... aaurement._valu•) ( 
1658 ea•• 

-
MEAS_ABS: . 

1159 do meaaur• -abaolut.•• (); 

16'0 break: 
1661 caH MEAS_UG: 
1662 c:lo_meaaure_angularit.y (); 
1663 

C••• 
break: 

uu MEAS_Sill: 
16&5 do_meaaure_•inuoait.y (); 
1&6& ~reak: 
1667 default.: 
1668 break: 
16&9 ) I• •wit.ch •/ 
1&70 
1&71 ) ,. do_J):COCeH */ 
lfi72 
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1174 
1175 YO.id 

--------•/ 
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1171 clo_quit () 
1177 
1178 ,. 
1171 • Quit th• •b•ll 
1180 •/ 
1181 
1182 ( 
1113 /• quit with u••r confizmation •/ 
1~H v!nclov_de•tzoy (contzol_fz ... )r 
1185 
1186 ) ,. clo_quit ., 
1187 

.. 
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1688 
UH 

1·----- ___ ™ ___ ·-----------------------·! 
1190 void 
1191 do_r•••t () 
1192 
1193 ,. 
UH ., • Reeet th• control •t.hod ••tting• to the default valu••· r•••t ... •un•nte 
UIS 
UH 
1117 ( 
1118 panel_•et (current_•implification, fAHEI._LABl:L_snuNG, SlHl'_DEFAOI.'1', 0); 
UH pan•l_Ht (current_•moothing , fAHEL_LABl:I._STRING, SMOO_DEFAOLT, 0); 

• 1700 panel_eet (current_•aaurement , fAHEL_LABl:L_S'1'1lING, MEAS_DEFAOLT, 0); 
1701 eimplification_value • SIHP_DEFAOLT_VALOE; 
1702 emoothing_value • SllOO_DEFAOLT_VALOE; 

• 1703 •aeasurem.nt_value • MEAS_DEFAOLT_VALOE; 
1704 
1705 for (i • O; i < llAX_MEASORES; i++) 
1706 panel_••t (meaaurement_lin•[i), fAHEI._LABl:L_snuNG, •• • 0); 
1707 
1708 l /• do_n••t •/ 
1709 
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1710 
1711 - ™_, ____ _______________________ 

1712 void 
1713 do_•implificat.ion_cboice c-nu, -nu_it.em, npt 
17U Menu· -nu: 
1715 Menu_ it.em .. nu_it.em; 
1'1' caddr_t C•np) Cl: 
1717 
1711 ,. 
1719 
1120 
1121 
1122 ( 

1723 menu pt. (menu it-, llERD VALOEt; t• Force evaluation of pullri9ht.1 •/ 
1724 •implification:value • (tAt) -nu_9et (-nu_item, llEHO_VAI.'DEt; 
1725 
1726 I• di•play the aimplification met.hod on th• control panel •/ 
1'72'7 panel_•et (current._8imp1ificadon, PAHEL_~t_S'l'IUllG, 
1'728 meAU_9•t , .. ,.u_item, llEHO_S'l'IUllG), Ot; 
1729 
1'730 
1'731 
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J732 
, ____ 

J733 

,________ Dnasimp.c ---------------•/ Page 38 
"""I 

1734 void 
1735 do_amoothin9_choice (menu, menu_item, np) 
1736 Menu menu: 
1737 Menu_item .. nu_item: 
1738 

,. 
cadd%_t c•np) (); 

1731 
1740 
1741 • Set up the dHired •moothing •thod 
1742 ., 
1743 
1744 
1745 menu_get (.au_it-, llEW_VALUE); /•Force evaluation of pullrigbt• •/ 
1746 •mootbing_value· • (int) mnu_g•t (menu_item, llEW_VAI.OE): 
1747 
1748 I* dieplay tbe mnoothing .. thod on the control panel •/ 
170 pan•l_Ht (current_•mootbing, PANEL_LABEI._STR.IHG, 
1750 •nu_get ( .. nu_item, llEHD_STllIHG), 0); 
1751 
1752 ) /• do_amoot.hi.n9_c:hoice •/ 
1153 
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1'755 
1751 void 
1757 draw_canvas (pw, in~) 
1758 Pixvin •pv: 
1759· int input; 
1710 
1'711 ( 
17&2 if (illpUCJ 

1'13 for (i • O; i < laX_COOJlDs 11 icoord[i)[XJ >-·O '' 
1'7H . icaord[i] [Y] >• O: i++) ( 
1715 drav_point (pw, icoord[iJ [XJ, icoord[iJ [YJ, Jlf_POillT_COLOR): 
1'11 if Ci > 0) 
1717 pw_vector (pw, icoord(i•1J(XJ, icoord[i•lJ(YJ, 
1718 icoord(i J[XJ, icoord(i J[YJ, 
1719 PIX_SRC, IB_LillE_COLOR); 
1770 ) 
1771 •la• 
1772 for (i • O; i < ..X_COOJU>s H ocoord[i] [X] >- O H 
1773 ocoord[i)[YJ >- O; i++) ( 
1774 drav_point (pw, ocoord(i)(XJ, ocoord[i)(YJ, OU'l'_POINT_COLOR); 
1775 if (i > 0) 
1776 pw_v•~or (pw, ocoord[i-1][X], ocoord[i-1][YJ, 
1777 ocoord[i J [XJ, ocoord[i J [YJ, 
1778 PIX_SRC, OU'l'_l.IllE_COJ.OR): 
1779 ) 
1'780 
1781 ) /• draw canvas •/ 

. 1782 -



r 
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1783 
,. ______ , _____________________________ , _____________ , ------------------------------==-•/ 

1784 
1785 YO id 
1786 drav_J>Oint (pv, a, y, color) 
1787 Pizvin •pv; 
1788 

,. 
int a, y, color; 

1789 
1no 
1711 
1'192 ., • Draw a 3x3 pixel •ciaar• of color around x,y on pw to bilit• a .,e09raphic point 

1'93 
1'194 ( 

• 1'115 pw_vector (pv, z-1, y-1, z , y-1, PIX_sac, color): 
1'1H pv_vector (pv, x+1, y-1, a+1, J 11x_sac, color): 
1717 pv_vector (pv, ' a+1, y+1, a , y+1, 11x_sac, color): 

lo 1'118 pw_vector (pv, z-1, y+l, z-1, y , 11x_sac, color): 
1799 
1800 /• draw,J'Oint *I 
1801 
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Panel_••tting 
enter_coord_char (it-, event) 

Panel_item item: 

,. 
., • Read I proc••• t.h• lat••t coordinate character.entered by th• •••r 

c:bar 

•witch 
c:a•• 

( event._id (event) , ( 

ca•• 
'0': 
'1': 

ca•• I 2 

ca•• 
I: 

3 

ca•• 
I I: 

I 4 

c:a•• 
I: 

I 5 I: 
ca•• . 
-·· 

'. 
ca•• 

: 
'1': 

ca•• 
I 8': 
'I': 

return CPAHC._IHSERT) : · I* Accept it *I 

ca•• 
break: 

'\n': I* •n.., line• */ 
ca•• '\r': /~•return• •/ 
caae '\t': t• 9tab• */ 

enter_in_coordinat• Crow, col, (int) Pan•l_pt_valu• (it.em) ) : 
I* allow input ••ave• option •/ . 
panel_•et (coor_in_•ave_but.ton, PAJIEl._SROW_I'l'EM, '!'RtJI:, 0); 
if ( event_ahift_i•_dovn (event) , 

if (col > X> ( 
col-; 
retuni (PAHC._PREVIODS) ; I* previou• cell *I 

) 

•l•• 
if (row - 0) 

•la• 
retuzn 

( 
CPAHEJ._llOllE); I* don't backtrack! •/ 

col • Z; 
row--; 
_x_reached • FALSE: /* naet if aet */ 
return CPAHEL_PREVIODS); /* previoua cell •/ 

) 
elH /* ahift k.y llO'l' UHd */ 

if (col < I) ( 
col++; 
nt~ (PMIC._llEX'l'); /• Dext cell •/ 

) 

•l•• 
if Crow - ..X_COOIU>S-1) ( 

•x_nached • DUE: 
retuzn (PAREl._'ROllE); /* don't advance! */ 

•l•• 
) 

( 
zow++; 
aol • X; 
ntum CPAREl._REX'l'); /* Dest cell •/ 

) 
break; 
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1865 default: 
1866 return (PAllEl._llOllE) ; /• ?pore it I • / 
1867 break: 
1868 /• •witch •/ 
1869 
1870 /• enter_coord_char •/ 
1871 

. 
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1172 /•- w-w1--w-==-w--wwwwww-wwww www-•/ 

1873 
1874 YOid 
1875 ent1:r_in_coordinat1 (i, j, •ala) 
1876 j, ••lue; 
181'7 
18'78 
1171 

,. 
i, 

., • Enter a c:oordinate •alue in an input coordinate cell 
1180 
1181 
1182 ( 
1183 int ...... (3); 
1884 char •trin9[VAI.UE_LEHJ: 
1885 
1186 if (j -- y '' i > 0) 
188'7 if Cicoord[iJ[XJ -- icoord[i•1J[XJ 11 
1188 ••lue .. icoord[i-1)[Y)) ( /•duplicate coordinate - eliminate it! •/ 
1819 panel_aet_•alue (coord_in_cell[i)(XJ. ••); 
1810 panel_aet_•alue (coord_in_cell[iJ[ZJ, ••); 
11111 panel_Ht Ccoord_inJ&nel, PAHEI._CMET_I'l'EM, coord_in_cell [i] [XJ, 0): 
1892 icoord[i)[Xl • -1: 
1893 row-; 
1814 col • X; 
1895 return; 
1196 ) 
1817 
1818 if C ! mu_nached) ( /• enter it • / 
18H tor Ct • X; t <• Z; t++) 
1900 •••e[kJ • icoord[iJ[kJ; 
1901 icoord.[iJ[jJ • Y&lue; · . 
1902 ··--··· .. ·- !• pro9icM ri1bt•juatified f-dbeck to u••r •1 · 
1903 91trintt C•trin9, •tsu•, value); 
1904 panel_aet_value (coord_in_cell[iJ[jJ, 8trin1>: 
1905 
1906 pw_lock Cinput_pv, lcanvaa_rect); 
1J07 
1908 if (aa .... (XJ >- 0 II aave(YJ >- 0) /• eraae old point •/ 
1JOt clraw_point (iftPUt..J*• •ave (XJ , Nve [YJ, BACKGROUND) : 
1910 
1911 if Cicoord[iJ(XJ >- O II icoord[iJ(YJ >- 0) /•draw new point•/ 
1912 clraw_point (input._,.,, icoord[i)[XJ, icoord[iJ(YJ, lH_POlNT_COl.OR); 
1113 
1914 if Ci > 0) 
1915 if (icoord(i-1J[XJ >- 0 II ic:oord(i•lJ(YJ >- 0) {/•Chere i• a prev pci~t •/ 
1916 /• check to eraae old line between old and preceding coordinate• •/ 
1917 if (Mftl[XJ >- 0 H Nftl[YJ >- 0) 
1918 pw_vec:t.or C~_pw. ic:oord[i-11 (XJ, icoord[i-1] (YJ, 
1111 •ave [X), •ave (YJ, 
1120 PlX_SllC, MCKGROUHD); 
1121 I• draw line between ...., and pncecliq coordinate• •/ 
1122 if Cicoord[i)[XJ >- O 11 icoord[iJ[YJ >- 0) 
1123 pw_ftctor (input_pw, icoord(i•lJ [XJ, icoord(i-1J [YJ, 
UH icoord[i J[XJ, icoord[i J[YJ, 
1125 PlX_SllC, D_I.IJIE_COJ.OR): 
1126 
1127 
1121 if Ci < laX_COORDS-1) 
1129 if (icoord(i+lJ[XJ >- 0 II icoord[i+lJ[TJ >- 0)-( /• t.bere i• an~ point•/ 
1130 if (eave [XJ >- 0 11 .. ,,. tYJ ,_ 0) 
1931 pw_vec:t.or (~_pw. icoord[i+lJ[XJ, icoord[i+lJ[YJ, 
1132 ....... (XJ, •ave [YJ, 
19.33 PD SRC, MCKGROUHD); 
1134 /• c:Mct t.o draw new line beiween new and followin9 coordinatH •/ 
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1935 if (icoord[iJ[XJ >- O 11 icoord[iJ[YJ >- 0) 
1936 pw_vect.or (input~, icoord[i J[XJ, icoord[i J[YJ, 
1931 icoord[i+l) [X), icoord[i+l) [Y), 
U38 PIX_SRC, Ill_J.IMl:_COLOR) : 
UH 
1940 
1941 pw_unlock (input~); 
1942 
1tC3 ) /• .. x not readuid •/ 
194C 
1945 if C (int) pan•l_vet (coor_in_load_button, PAHEJ._SHON_I'l'EM) ) I 
1146 /• eliminate input •1oad• option, allow •clear• and •save• options •/ 
Un panel_aet (coor_in_load_button , PAHEJ._SHOW_ITEM, FALSE, 0): 
UCB pan!l-••t (coor_in_clear_button, PANEI._SHOW_ITEM, TROE , 0); 
uo 
USO 
1951 /• enter_in_coordinate •/ 
US2 
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1153 
1154 
USS YO id 
UH enter_new...,point (event) 
1157 Event. •event: 
1158 
1151 ,. 
1HO • Set. th• icoord[rowJ cell• t.o the X I Y coordinate• of point. picked 
1111 
1H2 

., th• 

1913 
UH ' char 
1165 
UH if ( (e.vent_id (event) - LCC_DMG) II (event_ia_down (event) ) ) ( 
1167 
UH ent.er_in_coordinat.• (row, X, event_x (event) ); 
UH ent.er_in_coordinat• (row, 'I', event...)' (event) ) : 
1970 enter_in_coordinat• (row, Z, 0); 
1971 
U72 if (row - 1AX_COORDS•1) 
1173 max_reac:hed • TRUE: 
1174 el•• ( /• Advance the c:aret t.o the next panel line •/ 

·1975 col • X: 
1171 puel_aet (coord_in_panel, •ARC._CARE'l'_ITEM, coord_in_cell [++row] [col], 0): 
1177 
1178 
11'79 t• allow input •eave• option •/ 
1180 
1181 -

pan•l_-~ (c:oor_.in_ ..... _-~~on. •AllE%._SHOlf_ITEM, TRUE, 0); 
) 

1182 
1183 
1184 
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U85 
1986 

/•==--=-----,---------····---------,----------------------·*/ 
U8'7 void 
U88 enter_out_coordinat•• (i) 
UH 
1HO 
1H1 ,. 

int i: 

1H2 • Enter coordinate value• in output coordinate cell• 
1Hl •/ 
UH 
1HS ( 
1H6 char 

• 1H'7 
1H8 pv_lock (output.JN, lc:anvaa_r•ct); 
1Ht 

• 2000 if (ocoord[iJ[XJ >- 0 II ocoord[iJ[YJ >- 0) /*draw th• point•/ 
2001 draw_J)Oiht (output.JN, ocoord[iJ[XJ, ocoord[iJ[YJ, OUT_POIHT_COLOR); 
2002 
2003 if Ci > 0) 
2004 I* check if a line can be drawn between the previous two coordinate• •/ 
2005 if ( (ocoord(i-1J(XJ >- D II ocoord(i-l][YJ ~ 0) '' 
2006 (ocoord[i J[XJ >- 0 II ocoord(i J[YJ >- 0) ) 
200'7 pv_vector (output_pw, ocoord(i-1J[XJ, ocoord(i-1J(YJ, 
2008 ocoord(i J(XJ, ocoord(i )[YJ, 
2009 •1x_ac, OUT_J.lNE_COLOR); 
20"10 

.. 2011 pv_u.nloct (output_pw); 
201""2 
2013 /• provide right-juatified feedback to uaer in coordinate panel •/ 
2014 for (j • X; j <• Z; j++) ( 
2015 aprintf (atring,_•tsu•, ocoord(i)[j)); 
2016 ·-P.n•l_aet (coord_out_cell (i) (jl, PAHEI._LIBEI._STRIHG, atring, D): 
201'7 
2018 
2019 if (!(int) panel_get (coor_out_clear_button, PAHEI._SROW_ITEM> ) 
2020 /• allow output •clear• and •aave• options •/ 
2021 panel_••t (coor_out_c1 .. r_button, PAHEL_SHON_ITEM, 'l'RtJE •. 0); 
2022 panel_aet (coor_out_aave_button , PANEL_SHCM_lTEM, 'l'RtJ'E, 0); 
2023 
2024 
2025 !• enter out_coordinatea • / 
2026 
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2028 
2029 YO id 
2030 fil•_i_o Cit ... , .,, ... t) 
2031 Panel_item it ... : 
2032. 
2033 
2034 ,. 

Event 

2035 • toad/aave th• coozclinat•• frc:im/to apecified fil• 
20H •/ 
2037 
2038 ( 

2039 •ta tic 
2040 char •enter_ .. 9 ·• •Enter a fil• name.•, 
2041 •open_ .. 9 • •rile otEH error.•, 
2042 •loaded_m19 • •rue loaded.•, 
2043 •aaved_ .. 9 • •File •aved.•: 
2044 FI:t.E •file_ptr: 
2045 char· •path, 
2046 •file, 
2047 .... [BO]; 
2048 
2049 name(OJ • •\O·•: I• n••t •/ 
2050 if Cit•• - coor_iil_load_batton) (. 
2051 path• (c:bar •) panel_vet_value (path_in_it••>: 
20$2 file• (cbar •) panel_vet_value (fil•_in_item); 
2053 if (fil• -- •• , ( 
2054 panel_••t C~.il•_.in_-•••9•• •AllEI._LABEl._STIUBc;. anter_ .. g. OJ; 
2055 •indow_bell (fil•_in_p9n•l>; 
2056" 
2057 •l•• 

) ·-· 
l . 

2058 •treat en .... path): 
2059 •treat en .... fil•): 
2060 if C Cfile_ptr • fopen en ... , :read_mde) > - llMJ.) { 
2061 /• open error of •om. ao:rt •/ 
2062 pan•l_Mt 

int 
( 

(f.i.l•_in_•Hage, PAllEl._LABC._ftlUllG, open_ma9, 0) : 
2013 winclow_bell (file_in_panel); 
2064 I 
2065 
2066 

.1.. 
io_:re•ult • O: 

2067 for (row • O; row < IAX_COOJU>s H io_:reault I• EOF; row++) l 
2068 io_nault • facanf Cfile_ptr, in_fozmat, 
2011 licoord(rowJlXJ, licoord(row][Y]. licoord(row]4ZJ); 
2070 if Cio nault I• EOF)" ( /• •t•r I draw coordinates•/ 
2071 •t;r in coordinate (row, X, icoorcl[row](X]); 
2072. •t•r:in:coordinate Crow, Y. icoord(rowJ(YJ>: 
2073 •t•:r_in_coordinat• (:row, z. icoord[rowJ (ZJ); 
2074 ) 
2075 ) 
2071 fclo•• (file_ptr); 
2077 if (io_nHlt I• EOF) 
2078 max r .. cbecl • TRDE; 
20'79 zow--:-1• adj"aat aft.er loop •/ .. 
2010 panel_••t (coord_in_panel, PANEL_CARET_ITEM, coord_in_c:eJLl (row] [XJ, 0): 
2081 panel_Mt (fil•_in_ .... aaap, PAREJ._J.ABEJ._STIUNG, loaded_aa9, 0); 
2082 ) 
2083 ) 
2084 ) /• coo:r_in_load_button •/ 
2085 el•• 
2016 if Cit•• - c:oor in •••• blltton) ( 
2087 path• Ccb•:r •> P....i:vet_valu• (path_in_it-); 
2088 file• Cc:bar •) panel_vet_valu• Cfil•_in_i~-); 
2089 if Cf11• .. ••> C 
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'1 

2090 panel_••t Cfile_in_ .. s•a9e, PAllE%._LUIEL_STRIRG, ent.er_ll99, 0);, 
2091 vinclow_bell (fil•_in~n•l); 
2092 
2093 •l•• 

) 

( 
20H •treat (name, path) : 
2095 •treat (name, file); 
2096 if· ( (fil•_ptr • fopen 

open •ome 
(name, vrite_mode) ) - WI.I.) ( 

2097 I* error of •ort. •/ 
2098 panel_ .. t (file_in_Mssa9e, PANEL_t.ABEJ,_ftllillG, open_ma9, 0); 
20H vindov_bell (file_in_panel)I 
ZJ,00 ) 
2101 •l•• ( 
2102 for Ci• O; icoord[iJ[XJ >- O: i++) 
2103 fprintf (file_ptr, out_format, 
2104 icaord[iJ[XJ, icoord[iJ[YJ, icoord[i][ZJ, '\n'); 
2105 fclose (file_ptr); 
2106 /* eliminate th• input ••ave• option •/ 
2107 panel_••t Ccoor_in_•ave_button, PANEl._SHOlf_ITEM, FALSE, 0); 
2108 panel_••t (fil•_in_••••9•· PANEl._t.ABEl._S'l'RIHG, saved_msg, 0); 
2109 
2110 
2111 ) /* coor_in_save_button •/ 
2112 •l•• ( 
2113 I* coor_out_•ave_button •/ 
2114 path• (char•) P.n•l_pt._valu• (path_out_it.mn); 
2115 file• (char •) panel_pt_valu• (fil•_out_it.mn); 
2116 if (fil• - •• , ( 
2117 panel_••t (file_out._••••P• PANEL_LABl:L_STRillG, ent.er_•9• 0); 
2118 vindov_bell (fil•_out_panel); 
2119 
2120 el•• ( 
2121 •treat (name, path); 
2122 •trc:at (name, file); 
2123 if ( (file_ptr • fopen (name, vrit•_mode) ) - WI.I.) ( 
2124 I* open error of aome sort •/ 
2125 penel_ .. t (file_out_ .. ssa9e, PANEL_LABl:L_STRIHG, open_ms9, 0); · 
2126 vindov_bell (file_out_panel); 
2127 ) 
2128 •ls• ( 
2129 for Ci• O; ocoord[i][XJ >- O; i++) 
2130. fprintf (file_ptr, out_format, 
2131 ocoord[iJ[XJ, ocoord[i][YJ, ocoord[i][ZJ, '\n'); 
2132 fclo•• (file_ptr); 
2133 I* el.:im:i.na.te Cla• output •aave'" opt;ion •/ 
2134 pane1_ .. t (coor_out_Hve_button, P.ANEI._SROW_ITEM, FALSE, 0); 
2135 panel_aet (file_out_ .. ssage, PANEL_LABl:L_STRIHG, aaved_msg, 0); 
2136 ) 

• 2137 } 

2138 } 

2139 
- 2140 ) I* fil•_i_o •/ 

2141 
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ZU2 
ZU3 

/•-rm ------www--wwwwww--rmrm'•w-----------w•'-----•/ 
ZlU void 
ZU5 bandle_canvae_event (canvaa, event. a:rg~ 

ZlU Can••• c:anvaa; 
2147 Event . •event; 
21'8 caddr_t ar9; 
ZUI 

·2150 I* 
2151 • Bandle canvas pick event 
2152 •/ 
2153 
2154 ( 

2155 awitch ( event_id (event) ) 
2156 c::aae llS_RIGHT: 
2157 input • (c::anvaa www input_canvaa).7 TROE : FALSE; 
2158 menu_ah.ow (diaplay_-nu, canvaa, event, 0); 
2159 ·break; 
2160 caae HS_I.EFT: 
2161 e&H I.OC_DRAG: 
2162 if (canvas www input_c:anvaa) 
2163 ent•r_new_point (event): 
2164 break; 
2165 cl9fault: 
2166 break; 
2167 I* ftitcb */ 
2168 

·21n 
2170 



.. 6/4/87 

1·--------------------------------™-----·1 
11 :02 AM linesimp.c Page 50.., 

2171 
2172 
2173 void 
2174 lo~ate_item (item, event) 
2175 Panel_item 
2176 Event· 
2177 
2118 ,. 
2111 • .. , . Locate newly picted input coordinate cell, •et row and col to it• po•ition 
2180 
2181 
2182 
2183 * / 
2184 

' I* perform •tandard proceHing first 
panel_default_bandle_event (it-, event); 

2185 
2186 if (event_id (event) - llS_l.EFT) 
2181 for (row • O; row < taX_COORDS; row++) ( 
2188 for (col • X: col <• Z; col++) 
2189 if (item - coord_in_cell [row] [col]) 
2110 breat; 
2191 if (item - coord_in_cell[row)[col)) 
2112 hreak: 
2193 I /* for row */ 
2194 
2195 ) /* locate_item */ 
21H 
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2191 ,2198 1·-------------------~--------==--====1==----==-1--====--====== ------------------·•/ 
2199 •o.id 
2200 _ke_color __ p 0 
2201 
2202 ,. 
2203 • Define color map for canv•••• 
2204 
2205 
2201 ( 
2201 Clll.c:u 8ise • CO:LOR IDP SIU: 
2208 •~repy -(c ... ema_n ... -, •line1imp - eolor1•): 
2209 
2210 map.cm_red • ltGB[RJ; 
2211 map.c:111_1r-n • RGB[GJ: 
2212 .. p.cm_blu• • RGB[BJ; 
2213 
2214 pw_Mtdefaultcma (lcma, 1-p>: /• aet default color map to ours •/ 
2215 
2216 ••t_color CMCKGROOllD , GRAY ); 
2211 ••t_color CFOUGROtnm , CYAN ) : 
2218 ••t_color C Ill_IOIHT_COLOR, GREEN ) : 
2219 •et_color ( D_t.J:RE_COLOR, RED ); 
2220 •et_c~lor c IR_AREA_COLOR, llAGENTA) : 
2221 ••t_c:olor (oaT_•OillT_COLOR, n:l.LOW ) I 
2222 •et_color ( OOT_t.IllE_COLOR, BI.OE ) : 
2223 aet_color C OOT_AREA_COLOR, WRITE ); 
2224 
2225 pw_•etcuna .. c input_JN, cma.ana_na .. ); 
ZZ26 pw...,PUtcolozmap ( input_pw, O, COI.Olt_MU_SIZE, RGB[R], RGB[G], RGB[B)); 
2221 pw_••tc:mana .. (output_JN, au.Lma_na ... ): 
2228 ·-· pw_Jautcolormap (outPut_JN, O, COU.-_KU_SIZE, llGB.[RJ; llCSB(Gh llCSB[BJ H 
2229 
2230 !• aake_color_ .. p •/ 
2231 
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2232 

,. ____ _ 
2233 
2234 void 
2235 ok_but.ton (item, event.) 
2236 Panel_item item: 
2237 Event. •event; 
2238 
2231 ,. 
2240 • OK bUt.ton been preHed in tolerance popup 
2241 ., baa 

2242 
2243 ( 
2244 window_return ( panel_9et_value (tolerance_text_item) ); 

• 2245 
2246 
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224, , ... , ...................................................... , ... ._ ..................... ------------------------·1 
ZZ48 
Z2U void 
2250 overlay_dbplay• O 
2251 
2252 ,. 
2253 ., • Overlay ~e output canva• on top of ~e input canva•, or re•.t t.be input canva• 
2254 
2255 
2251 
225'7 if (!overlaid) ( /• overlay them •/ 
2258 if Coc:oord[OJ[XJ < 0) /•not.hint t.o overlay! •/ 
2259 return: 
2260 pv_loc:Jc Cinput_pw, •c:anvaa_rect): 
2261 draw_canvaa (input_pw, FALSE>: 
2262 pv_unloclc Cinput..1w>: 
22'3 PAftel_aet (di•p_overlay_buttan, PAHEL_LABEL_IMAGE, no_overl1y_trutton_i11119e, 0); 
2264 overl11d • TRUZ; 
2215 ) 

22H el•• I /• era .. •/ 
22''7 pw_lock Cinput._J»W, •canvaa_rect.): 
22'8 pv_writ.ehack9round (input_pv, O, O, CAHVAS_MAX_X, CAHVAS_Kr.x_Y, PIX_SRCJ; 
2269 clraw_cuava• (input_pw, nm:,: 
22'70 pw_unloc:Jc Cinput._pw): 
2271 panel_•et (diap_overlay_batt.an, IAREL_tABEl._~, overlay_button_im119•, OJ; 
2272 overlaid • FALSE; 
2273 } 

221' 
22?5 ~· OYe~~ay_cU•p1ay• •/ 
22'76 
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22'77 /•-- www wwwwwww ••- -wwwrmwww-wwwww-www---==-•/ 

2278 
22'71 void 
2280 ••t_color (index, color) 
2281 int index, color; 
2282 
2283 ( 
2284 awitch (color) ( 
2285 CAH WHITE: 
228& llGB(llJ[inclexJ • 255; 
2281 llGB(GJ(inclexJ • 255; 

• 2288 llGB (BJ [index) • 255; 
2289 break; 
2290 caae RED: 
2291 RGB[llJ[indexJ • 255; 
2292 RGB[GJ[index] • O; 
2293 llc;&[B)[index) • O; 
2294 break: 
2295 caae GREEN: 
2296 llGB[llJ(indexJ • O; 
2291 llGB(GJ(indexJ • 255; 
2298 llGB[BJ[index) • O; 
2299 break; 
2300 caae BLUE: 
2301 RGB[llJ(indexJ • O; 
2302 RGB(GJ[indexJ • O: 
2303 llGB(BJ(indexJ • 255; 
2304 break; 
2305 caae YEI.I.OW: 
2306 RGB[llJ(indexJ • 255; 
2307 RGB[GJ[indexJ • 255; 
2308 •CB[B)[index) • O; 
2309 break: 
2310 c:aae CYAN: 

2311 llGB [RJ [index) • O: 
2312 llGB[G][index] • 255; 
2313 llGB[BJ(indexJ • 255; 
2314 break·; 
2315 caae llAGENTA: 
2316 llGB[llJ [index) • 255; 
2317 llGB [GJ [index) • O; 
2318 RGB[BJ[indexJ • 255; 
2319 · break; 
2320 ca•• LIGHT_RED: 
2321 llGBlllJ {index) • 255; 
2322 llGB[GJ[index) • 225; 
2323 llGB[BJ [index) • 225; 
2324 break: 
2325 caae LlGHT_GREEN: 
232& RGB[RJ [index) • 225; 

• 2327 llGB[GJ[index) • 255: 
2328 RGB[BJ[index] • 225; 
2321 breu: 
2330 ~ caae J.lGHT_BLOE: 
2331 llGB[llJ[index] • 225; 
2332 llGB[G)[index) • 225; 
2333 RGB[BJ[index) • 255; 
2334 break; 
2335 caae GRAY: 
233& llGB [Ill (incluJ - 128; 
2337 llGB[GJ[index) • 128; 
2338 llGB[B) (inclul • 128; 
2339 break; 
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2340 caae BUCK: 
2341 RGB[RJ[indexJ • O: 
2342 RGB[GJ[index) • O; 
2343 . RGB[B)(inmx) - O; 
2344 break; 
23C5 default: 
2346 break; 
2347 ) /• ••i~i:h • / . 
2348 
230 ) /• •~_color •/ 
2350 

.. 
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2351 
2352 
2353 void 
2354 •hov_button_•nu (item, event) 
2355 Panel_item item: 
2356 Event •event; 
2357 
2358 ,. 
2351 • nu 
2360 ., Di•play appropriate control panel .. upon RIGHT 1110uae ~tton down 

2361 
2362 ( 

2363 if (event_id (event) - MS_RIGHT) 
2364 if (item - •i~lify_button 11 
2365 item - si~lification_method 11 
2366" ·· item - c:urrent_si~lification) 
2367 menu_•hov (si~lification_Mnu, control_panel, ev11nt, 0); 
2368 else 
2369 if (item - •moothe_button·11 
2370 item - •moothing_Nthod 11 
2371 item -- c:urrent_•moothing) 
2372 Mnu_•hov (•moothing_•nu, control_panel, event, 0); 
2373 el•e 
2314 i~ (item - -••ure_button I I 
2375 it.em - MHUrement_•thod 11 
2316 item -- current_meaaurement) 
2377 menu_•hov c .. aaurement_menu, control_panel, event, 0); 
2378 else 
2379 panel_default_handle_event (item, event); 
2380 elH 
2381 panel_default_handle_event (item, even~); 
2382 
2383 /* •hov_button_menu */ 
2384 
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2385 1·-----'•W---------~------------------------·1 
2381 
238'7 void 
2388 •hov_hide_coorc:tinate• (item, event) 
2389 Panel_it•m item: 
2310 Event 
2311 
2312 

. 2393 
,. 
• Show oz bide t.b• coordinate• •• currently appropriate 

2314 •/ 
2315 
Z3H ( 
Z31'1 if (v.indow_vet (coordinate_frama, W!ll_SROV) - FAJ.SE) I• ahov! •/ I 
2398 window_Ht. (coorcliute_fra•, WIN_SROlf, TROE, 0): 
2399 pan~l-••t (c:oor_ahow_hide_button, PANEL_I.ABEL_!MAGE. hid•_but.ton_imaqe. 0); 
2400 

•l•• 
) 

2401 /• JU.def •/ ( 
2402 windov_••t (coorc:tinate_fza•, Will_SHON, FAl.SE, 0); 
2403 panel_••t (c:oor_•bow_bid•_button. PANEL_I.ABEL_!MAGE. •hov_button_image. 0); 
2404 
2405 
2406 I• •hov_bide_ooordinat.•• •/ 
2407 



~ 
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2409 
2410 void 
2411 •how_hide_di•play• () 
2412 
2413 ,. 
2414 • Show or hide the di•play canva••• as currently appropriate 
2415 ., 
241' 
241'7 ( 

2418 if (window_g•t (diaplay_frame, VIH_SHOW) - FALSE) /• •how! •/ ( 
2419 windov_Ht (diaplay_frame, VIH_SHOW, TRUE, 0); 
2420 panel_1et (di1p_lhow_bide_buttcm, PUEL_LUEL_IMAGE, bide_button_ima;a, 0): 
2421 ) 
2422 •l•• ,. hide! •/ ( 
2423 windov_Ht (diaplay_frame, WIN_SHOW, FALSE, 0); 
2424 panel_••t (di•p_•bow_hide_button, l'AHEL_lASEL_IMAGE, •bow_button_ima9e, 0); 
2425 
2426 
2427 /• •how_hide_diaplaya •/ 
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• Lin• •implification· C9eneralis•tion) proc••• •b•ll 
• by Yvon Perreault. PU Qovernment ly•t-• Corp. 
• April•llay 1987, 
·--~---------------------------------------·•I 

linclude <•untool/aumriew.b> 
finclude cauntool/panel.b> 
linclude <•untool/canva•.h> 
linclude <•untool/•crollbar.b> 
linclucle <•tclio.b> 
linclucle <mat.!a.h> 

/• .
• Simplification 11enu con•tant• 
•/ 

ldefine SINP_ll'J'H_PT 11 
ldefine SIMP_RANDOM_PT 12 
fdefine SJMP-~JNE_WJzn'H 21 
ldetin• S?MP_EOCtIDEAN 22 
tdefine SIMP_PERPE~JC 23 
fdefine SlMP_ARGal.AR 24 
fdefin• S1MP_D1ST_ANGI.E 25 
fdefine SIMP_~ 31 
ldefine SIMP_ROIERC2: 32 
fdefine SIMP_l.ANG tl 
tdefine SIMP_JOHAMNSEN t2 
fdefine S1NP_OIHE1M 43 
fdefine 

,. 
SJNP_DOOa:.AS 51 

• Smoot.!aing •nu oon•tant• 
•/ 

fdefine SMOO_SINPLE_AVI: 11 
ldeUne SMOO_WEIGHT_AVI: 12 
fdefin• SMOO_l'WD_~K 13 
ldefine SMOO_PEJUtAl.S 21 
fdefine SMOO_BROIHYS 22 
Ide.fine SMOO_CUBIC_SP 31 
Ide.fine SMOO_PUAB_SP 32 
Ide.fine SMOO_B_SPLINE 33 
fdefine 

,. 
SMOO_BEZIER_CUR 34 

• .. aauresnent .. nu ccm~ant• 
•/ 

fdefine llEAS_ABS 2 
fd•fine llEAS_AJIG 3 

,. 
fdefine llEAS_SlH t 

• Diaplay .. n conmtant• 
•/ 

fdefine DJSP_c.DR 1 
fd•fine DISP_ZOOM · 2 
fdefine 

,. 
DISP_COl.OR 3 

• Control panel c:on•tant• 
•/ 

fdefine C011'1"1tOt._WIM'B_1 H 
ldefine C011'1"1tOJ. WIDTH 2 30 
fdefine IIllP_Roii - 0 

 



, 
6/4/87 1"1 :02 AM 

..... 
lnesimp.c Page2 

H f define SHOO RCM 1 
15 fdefine MEAS-RCM 2 
H fdefine BO'l"l'ON~RCM 3 
17 fdefine DID_RCM 0 
II fdefine COOR_aow 1 
H tdefine SIMP_DEFADLT •Dou9la•-Peucker• 
70 fdefine SMOO_DEFADLT ~Rone• 
'71 fdefine JIEAS_DEFADLT ·~•olute•• 
72 fdefine SIMP_DEFAOLT_VALm: SIMP_DOOG~S 
'3 fdefine SMOO_DEFADLT_VALUI: SMOO_IOllE 
74 fdefine llEAS_DEFADLT_VALm: MEAS_.ABS 
'5 fdefine IWC_JIEASURES 5 

'7 " fdefine DPI 11.0 /• rounded I pixeb in 1 inc:h (•Dota Per Inch•) •/ 

78 
'71 ,. 

fdefine TOL_DEFADLT •10• 

80 ., • Graphic• canvaa•• conatanta 
81 
82 ldefine·CANVAS_llAX_X 1000 
13 fdef ine CANVAS_MAX_Y 1000 
14 fdefine %MIT -WIDTH 500 
as fdefine IMIT_BEIGHT 500 
H 
81 ,. 
88 ., • Color .. P con1tanta 
H 
10 tatin• a o 
11 fdefine G 1 
12 fdefin• 8 · 2 
13 fdefine CCI.OR MU SIZE I 
H fdefine DCKGllODND - - 0 
t5 tdef ine FOREGRODND 
H ., fdefine II POINT 

fdefine 1M_LI11E_COU>R - -
1 

COLOR 2 
3 

18 fdefine IM_AJU:A_COJ.OR 4 
H fde!ifte OOT POINT COLOR 5 

100 tdetin• I 
101 ldefine OOT_AREA_COLOR 
102 ,. 

ODT:LIHE_COLOR 
1 

103 
104 ., • Color -nu conatant• 

105 fdefine WHITE 1 
101 fdefine GREEM 2 
101 ldef in• RED 3 
108 fdefine Bl.CE 4 
101 fdefin• YEIJ.CN 5 
110 ldefine CYAN I 
111 ldefine IAGEHTA 7 
112 ldefine ~CK I 
113 ldef ine GRAY I . 
114 fdefin• J.IGHT_llED :io 
115 fdefine LlGHT_GREEM 11 
111 

,. 
fdefine ·J.IGHT_BLm: 12 

117 
111 
111 • Coordinate panel cona~an~• 
120 ., 
121 ldefine IAX_COORDS 250 
122 ldefine COORDS_COl.S 32 
123 fdefine COORDS_ROWS 25 
124 fdefin• I.ABEL_LEB 4 
125 tdefin• VJU.OE_J.EN 5 
1H tdefine RaME_I.EB 25 

.... 
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1Z'7 td•Uae X 0 
121 ••ti.a• y l 
121 tclefiae z 2 
130 
131 ,. 
13Z • Scrall~r con•~"'• 
133 •/ 
1J4 tdef.in• YEJlTJQl._J,CC sc:ao1.1._DS'l' 
1J5 tdef.ine IOIUZOlft'Ai._LOC scao1.1._sotm1 

I 1J' tdaf ~• Baaatz_ltall~%• 1 
137 
131 ftaCiC 
131 rz ... -~-1_, 

140 
__ . 

••ftUaace_fZ'-, 
in tlimplq_, __ • 
142 t.oluuce_popup; 
U3 
U4 •t.at.ic 
us tu•l 
UI 

... u.1_,....1. 
a..&c-..,puael. 

14'7 -ft~M•.,...•lo 
UI fUe_j,n.JtU•l. 
Ut IU•_.n_pue1, 
110 -•-u_puae1. 
151 
112 t.o1u•ce_puel1 

·-----_,....1. 
153 
114 •t.at.ic: 
155 tuel_it.•• aimplify_bact.oa. 
111 a.111pU.fiucion __ chocl. 
15'7 ----•itapl.u~-.~~-· 
151 -----~~ 111 ~mQoc&. 

.... 
1,0 

- 111 _. ----~· • 
ua 

.,._~con. 

UJ --~"'-~· 
~~--·u~. 

1H n.•-~ccm, 
115 _c_a.n'l.an. 
1H 
11'7 tiaplay_cit.l•. 
1H 4liap_-._au.•_tnaccon. 
111 tiap_..,.lay-~caa, 
1'70 ••rdiaace_~Cle, 
1'71 ~_-.._1aic1e_t1aec•. 
1'72 
1'73 -nn.M_1iae tMU_MEASGU:S1. 
1'74 
1'75 pd!a_ia_ic-. 
1'71 lil•_ia_ii.-. 
l'n iu._u_ ..... .,.. 
171 .... _ia_l_d_~ ..... 
1'71 .... _ia_c:leal'_~ ... 
110 .... _ift_ .. ,,._11act.aa, 
111 .&apac-~-Z'. 
112 aoon_i.a_beader, 
113 ... n_&a_iaa.1 uo.x_CDORDsJ. 
1H aoon ·-'8 -cell (JIU -CIXllRDSJ (3) • 
115 -•-u-••~uo.x_COCJRElsJ. • 1H 
11'7 pn1a_oac_1c-. 
111 1ue_W"1._1c-. 
111 ~u._oac_ ....... 
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aoor_out._elear_but.t.on, 
ooor_out._•ave_but.t.on, 
Odput._beader, 
eoord_out._beader, 
eoord_out._label[MU_COORDSJ, 
eoord out. et.art[MU COORDSJ[3J, 
coord-out-cell [MAX-COORDSJ[3J, . 
eoord_out_ender[MAX_COORDSJ, 

- ... -
t.olerance_t.ext._it.ma, 
t.olerance_ok_but.t.on; 

•t.at.ic 
Canvaa input._canvaa, 

output._canvaa; 

mt.at.ic 
Jixwin •. input._pw. 

•out.put._pv; 

et.at.ic at.ruct. 
piar•ct. ••implify_butt.on_image, 

•amoot.h•_but.t.on_image, 
• .. aaur•_but.t.on_ime9e, 
•r•••t._but.t.on_i11a9e, 
•quit._but.ton_illla9e, 
•abov_~ton_ima9e, 

•bide_but.t.on_image, 
•overlay_butt.on_image, 
•no overlay but.t.on image, 
•1o;d_but.t.oi~tma1e7' 
•clear;;;;.but.t.on_ima9e, 
... ,,._but.t.on_ima1•: 

coord_c:ur•or, 
clzaw_c:uraor; 

. 
•t.at.ic 
Menu •implificat.ion_ .. nu, 

•imp_indep~_menu, 

•imp_local_•nu, 
•imp_uncona_local_menu, 
•imp_cona_local_..nu, 
•imp_91~1_ .. nu, 
amoot..bing_menu, 
•moo_avera;ing_ .. nu, 
•moo_ep•ilon_ .. nu, 
•moo_aplinin9_menu, 
•moo_aplining_local_..nu, 
•moo_aplining_ext.ended_ .. nu, 
•moo_aplining_globel_ .. nu, 
... aur•-nt._menu, 
angular_ .. ••ure_menu, 
•inuou•--••ure_menu, 
cliaplay_menu, 
oolor_t.ype•_menu, 
Mck_eolor_ .. nu, 
oolor_menu; 
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Z53 •t.at.ie 
254 teon U.neaimp_iean; 
25' 
251 int. i. ,. •• 
2ai row • O, 
2$8 col • O, 
251 mx_reached • FAJ.SE. 
110 o.erlaid • l'Al.SE, 
2'1 input.. 
1'2 cboioe, 
113 1i11plificat.ion_•alue, 
IH a111Dot.hiftt~•alue. 

Zl5 ••aun•nt. •alue. 
ZH icoord[IAX_COOJU)SJ[3J, 
217 oco~d[taX_COOIDSJ[3J: 

-
268 
2H •t.at.ic I 

2io cMJ' • in_fozaat. • .,Su 'Su 'su•. 
2n •out._fozmat. • .,,u •!u •su.•c•. 
212 •r••d_llOd• • •r•, 
273 •vrit.e_moct. 
214 •coord b•dar 
ns -
276 

-
• •v•, 

colum • •eoordt -x- -y-.. --z--•; 

2ii ... nna I 
2ia tot.al_lent"t.h. 
Zit tot.al_anvularit.y, 
280 ri9ht._anvularit.y, 
281 1•ft._anvu1arit.y. 

_212 at.d_uavula;_j~y-inch, 
283 aaa_coo~at.••. .. 
284 t.ot.al_run•: 
28S ): 
286 
zai at.at.ic at.ruct. 
288 •in9lecolor 
289 oont.rol_bt_color • (255, 255, 255J. /• whit.• •/ 
210 oont.rol_f9_co1or • 1000, ooo, 255). /• blue •/ 
Ztl popup_bt_color • (255. 255, 255}. /• *it.• •/ 
212 popup_f9-~lor • 1255. 000, OOOJ: I• nd •/ 
213 
214 •t.at.ic •t.ruet. 
215 color.p••v 
2H cma: 
217 
218 
Zit 
300 
301 
302 naue 
303 ••i;ned cb&r 
304 RGl[3J[CC%.OR_llU_SIZEJ: 
305 
JOI •ta Uc 
Joi non. llaira_i-p[2HJ • I 
308 finclude • •• /cazaor•/Mir•• 
301 I: 
310 mpr_at.at.ic Oaair•_pi.&nc:i.. 11, 11. 1, laair•_i-9•): 
311 
312 •t.at.ic 
313 alaoft. croa•_W.;e[ZHl • ( . 
314 tinclude • •• /cvraora/cro••• 
31$ ,, 

.. 
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311 mpr_H.aUc: (croH_pun=. 11, 11, 1, cro••_i .. ve>: 
31'7 
318 atatic 
319 aho~ icon_t..9e[25•J • ( 
320 finclude • •• /icona/lin••imp• 
321 I: 
322 mpr_atatic: (icon_pixrect, JCON -DEFAM.T -WJDTH, JCON_DEFAM.T_IEJGRT, 1, icon_illla9e); 
323 
32• /• %nt•mal procedure• I function• •/ 
325 dou~le calc_d.htance (): 
321 YOid clear_coordinat•• () 1 
32'7 void clefine_•nu• () 1 
328 void define_windowa 0: 
329 void do -c:olor -eboic• () 1 
330 void do_cli•play_cboic• (); 
331 void do clone (); 
332 void c1o:dougla1_peucter (); 
333 'VOi.d do 
334 -.. aaur• -~aolutea (); 

void c1o_ .. ••ure_ri9ht_l•ft_an9 (); 
335 void c1o_ .. a•ur•_•tandardiaed_an9 (); 
33, void c1o_ .. aaure_total_an9 CJ: 
33'7 void do --••ur• -total 
338 -rune (); 

•oid do --••ur• -total -•in (); 
339 void c1o_ .. aaur....at_cboice (): 
340 •aid clo_procH8 0: 
341 •oid clo_qgit (): 
342 void clo_n••t . 0: 
343 void clo_aimplification_c:hoice (); 
344 void clo_11100thin9_cboice (); 
345 •oicl d.ra111_can••• 0: 
JU 90id --- '"draw_poillt U: 
34'7 Pan•l-••tt.in9 enter coord char 0: 
348 •aid enter_in_coorcl.i.n•t• 
349 

- - 0: 
YOid eni.er_nev.,point 0: 

350 void enter_out_coordinat•• 0: 
351 TOid file_i_o (); 
352 Yoid laancll• -can••• -event (); 
353 void locate_it- u: 
354 TOid Mke_color_•P (): 
355 void ok_button (); 
356 •oid overlay_cli•pl•Y• (): 
357 void ••t_point_coordinat•• (); 
358 •oid aet_oolor O; 
359 void allo111_button_•nu (); 
3CO vo~d •bow_hi.cle_coo~clin•~•• (); 
3'1 void allow_hide_cli•pl•Y• (); 
312 

.. 
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1·----------------------------------·1 
/• Meanre routine ))y Robert B. McMHter, UCIA, April 1981. •/ 
/• Adapted from FORTRAN by Yvon Perreault, PAR Gov't Sys. Corp., May 1987. •/ 

fdef in• X 0 
fdefine Y 1 

tincluct. cm.th.b> 

•truct 
-••ur•• ( 

float total_lu;th, 
total_anvularity, 
ri9ht_anvularity, 
left_anvularity, 
•td_anvularity_inch, 
nwn_coordinat••· 
total_runs; 

); 

•t•tic 
float pi - 3.1415921; 

fl on (); 
float (): 

/•==--==-'•W------w--w•1w--w==w--1•w-w_w _______ */ 

void 
•••ure (coord, •a•> 

int coo.rd t")-(3"1 : /• coordinate arrat •/ 
•truct 

,. 
.. a sure a ·-··: 

• Co~ute th• following -••urements on th• line in array coord: 
• - Total lenljlt.h 
• - Total anvularity 
• - Ri9ht ' left anvularity 
• - Standardized angu~arity per inch 

., 
• - Number of coordinates 
• - Total run• 

( 
float p1[2), p2[2}", p3[2), angle, 

po•_cnt, neg_cnt, 
po•_an9, neg_ang, tot_ang, 
tot_len, tot_1'11ft, 
rwi_len, run_len_awn, run_l•n_•ct_•um, run_ .. an, run_•td, 
cin, cin_a99, cin_•um, cin_•ct_•wn, cin_ .. an, cin_•td, 
aone, s2, s3, ••· s•core, 
di•t2, templ, temp2; 

int i, la•t, 
p_run, n_1'11ft, 
p_cnt, n_cnt, 
p_•in, n_ain; 

!• initialise counter• •/ 
po•_ang • neg_ang • tot_ang • tot_len • 0.0; 
rwi_len - nn_len_•um - run_len_•ct_aum - o.o; 
cin • 1.0; 
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c.in_•um • c.in_•CL,8UIB - o.o: 
la•t • p_zun • n_zun • O: 

H p_cnt • n_c:nt • p_•in • n_•in ~ O: 

!• proc:••• .. ch triad - a~•1:11D9 unu•ed array •nt.ri•• are ••t. to C-1,-1) •/ 
H for Ci • O: coord[i+2J [XJ >- O: i++) ( · 
io 
ii I• •••ign point.a· ~/ 

,. 
'72 pl[XJ • coord[i J(XJ 
'73 pl[YJ • coord[i J[YJ 

p2[XJ • coord[i+1J[XJ 

,, 
75 p2[YJ • coord[i+1J(YJ 
'76 p3(XJ • c:oord[i+ZJ(XJ 

p3[YJ • coordli+ZJ[YJ 
78 

" I* calculate and acC1111Ulate both lenvth• in the t~iad •/ 
80 tot_len +- 9et_lengtb (pl, pZ): 
81 di•t.2 • 1•t._l-~h (p2, pl); 
82 tot_l•n +- cli•t.2: 
83 
84 I* accmimlat.• for coorcU.nat.•• per inch • / 
85 it (tot_len ,_ cin) ( 
H templ • Cfloat.) Ci+l - laet>: 
8i laat. • i+l: 
88 ein aua +- tmnpl: 
89 cin_•CL,•WD +- templ * t.mnpl; 
10 cin++: 
11 
12 
13 /* compute an;l• *I . 
14 an9le • pt._an;l• (pl. p2, p3); 
IS 
H I* det.eniin• if an;l• i• podt.i,,. or ne;at.i•• and increment. counters •/ 
17 if Canvl• < 0.0001 11 an;le > -0.0001> /• approximately zero •/ 
18 anvl• • o.o; 
II •l•• 

100 if Can;l• > 0.0) ( /* poait.i•• •/ 
101 po•_anv +- anvl•: 
102 p_c:nt++; 
103 p_ain++; 
104 if Cn_•in > 0) ( /* wrap-up previou• ne;at.iv• run •/ 
105 n_run++: 
106 n_ain • O; 
1oi run_len_aua +- run len; 
108 run_1en_•CL,8UIB +- EUA_len • EUA_len; 
109 run_len • o.o; 
110 ) 

111 ) 

112 •l•• /* ne;at.i,,. */ 
113. nev_anv +- anvl•: 
114 a_c:nt.++; 
115 n_ain++: '. 
11' if (p_ain > 0) ( /• wrap-up previoue podtive nn •/ 
11i p_run++; 
118 p_ain • O: • 
111 run len a\1111 +- ran lea: 
120 run:1en:•CL,•WD +- nn:ien * EUA_len; 
121 run_len • o.o: 
122 ) 
123 
124 
125 
UI ) /* for i •/ 

... 
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127 i +- 2; /* adju•t after loop •/ 
128 
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100 int 

----------------•/ 
101 perp_diat (pl, p2, p3) 
102 p2[J, p3[J; 
103 
10t ,. 

int pl[), 

105 • Calculate perpendicular cliatance from p2 to line H91119nt between pl and p3 
101 •/ 
10'7 
101 ( 
109 pt [Y+1)' 
110 •• b, c, d, •• f; 
111 . 
112 a• p1(YJ - p3(YJ; 
113 b • p3[X) - p1(X); 
11' c • p3[YJ - p1[Y); 
115 d • (pl[YJ • p3[X)) - (p3[YJ • p1[X)); 
116 • - (C • p2 [Y)) + Cb • p2 [XJ) : . 
11'7 f • (a * C) • (b * b); 
118 
111 pt [X] • ( (c • d) - (b • e) I f: 
120 pt [Y] • ( (a • e) - (b • d) I f; 
121 
122 a• p2[XJ • p4[XJ: 
123 ~ • pZ[YJ - pt[Y); 
124 ~etu:n ( (int) (0.5 + aqzt ( (~le) CC•• a) + (b • b)) ) ) ); 
125 
12l ) ,. perp_di•t •/ . 

.. 
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130 it (p_•in > 0) 
131 p_nn++; 
132 if Cn_•in > 0) 
133 n_nn++; 
134 run_len_•mn +- nn_lmu 
135 nn_l•-•CL,•WI +- nn_len • nn_len; 
131 
13'7 I• ooanput.at.ion of .... ure .. nt.• •/ 
131 t.ot_anv • poe_anv - ne9_an9: 
139 cin_•vv • t.ot_anv I ((float.) i - 2.0); 
uo t.ot_nn • Cfloatt (p_zun + n_zunt ; 
U1 po•_cmt • (float) p_c:nt.; 
U2 ne;_cnt • (float) n_cnt.; 
143 
144 I• z-acore calculation - are th••• needed? •/ 
U! t.emp1 • ·poe_cnt • ne9_cnt • 2.0; 
146 t.emp2 • po•_cnt + ne;_cnt: 
147 zone • t.earp1 I t.emp2 - 1.0: 
148 z2 • tearp1 • (t.eaip1 - Po•_cnt - ne;_cnt); 
10 13 • ((temp2 • t~2) • (temp2 - 1.0)); 
150 z4 • (float) aqrt. ( (double) (&2 /_&3> ); 
151 ••~r• • ( (tot_run - sane) I s4): 
1!2 
153 I• run etat.i•t.ic data •/ 
1!4 nn mean • zun l•n nm I t.ot zun; 
155 t.....P1 • C (tot_run ';' ran_len_;q__•wnt (zun_l•n_au111 • nn_len_awn) > I 
156 (t.ot._zun • (tot._nn - 1.0)); 

.157 nn_et.d • (float.) •qrt (tearpl); 
158 
151- !• coorcla.nate• P'.-r inch •/ 
160 ctn-; 
161 cin __ an • (float) i I t.ot_l•n: 
162 t.emp2 • C (cin • dn_aq__awn) - (cin_aum • cin_awn) > I (cin • Ccin - 1. 0) > : 
163 cin_et.d • (float> aqn. (temp2); 
164 
165 !• nt.um .... unaant• • / 
1H .... -xot.al_len;t.h • tot_len: 
167 .... -xotal_an;ularity • tot_anv: 
168 .... -> l•ft_an;ularity • po•_anv: 
1H ... a->ri9ht_an;ularity • ne;_anv: 
170 .. aa->•td_an;ularity_inch • cin_•t.d: 
171 ... •->nWD_coordinatea • i; 
172 -•-".'t-otal_run• • t.ot._zun: 
173 
174 
175 

.. 
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176 
177 
178 float 
171 9et_an9l• (pl, p2, pl) 
180 float 
181 
182 ,. 

pl[), p2[J, pl[); 

lll .• Compute th• an9le of change betw .. n two connected vector• 
184 •/ 
185 
186 ( 
187 float an9le, 
188 p4[2J, p5[2]; 
189 
uo p4[X] • pl[X) - p2[X]; 
Ul p4[YJ • pl[Y) - p2[Y); 
U2 pS[X) • pl[X] - p2[X]; 
Ul pS[Y] • pl[YJ - p2[Y]; 
U4 
us I* check for negative infinity •/ 
196 if (p4[X) .. 0.0) 
U7 p4[XJ • 0.000000001; 
1H if (p4[Yl .. 0.0) 
199 p4[YJ • 0.000000001; 
200 if (pS[X) .. 0.0) 
201 pS[X) • 0.000000001; 
202 if (p5[Y) .. 0.0) 
20l pS[Y) • 0.000000001; 
204 
205 I* compute an9l• •/ 
206 angle• atan2 (p4[YJ, p4[XJ) - atan2 (pS[YJ, pS[X)); 
207 angle ··-·(angle < o. 0) 7- -pi - angle : pi - angle; 
208 
201 return (angle); 
210 
211 /• 9et_an9l• •/ 
212 

.. 
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213 
214 
215 i'loat 
211 pt_len;t.h (pl, p2) 
211 float pl[J, p2[J; 
218 
zu ,. 
220 • Compute Ch• -vn-nt leAgt!l from pl to p2 
221 .•/ 
222 
223 ( 
224 float 1u[2J; 
225 
221 ;encxJ • pZ[XJ - pl[XJ: 
227 len[YJ • p2[YJ - pl[YJ; 
228 return ((float) aqrt ((double) ((len[XJ • len[XJ) + Cl•n[Y] • len[Y])))); 
229 
230 

____ 
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ldef ine SSIZE 200 /• •tack •i•e •/ 
ldef ine x 0 
ldefine Y 1 
ldefibe z 2 

linclucle <math.b> .. 
icoordtJl3J, 
oeoorcl CJ [ J J : 

Dou9laa_Peucker o. 
perp_dbt (); 

/*wwww __ _ _www _______ www _____ www_www•wwwwwwwww, __ WWW_IWWW_WWW_WWW _______ ww __ ., 

int • 
Dou9laa_Peucker (tol, cnt) 

int tol, I• tolerance (pixel•> •/ 
ent; I• input point count •/ 

/• 
• Dou9laa-Peucker line aimplific:ation a19oritmn 
•/ 

int ancbor[-3). ,. current anchor point •/ 
floatr[3J, I• current floater point 
•-•tack [SSIZEJ [3], I• ancbor atack •/ 
f_•tack[SS1ZEJ[3], ,. 

•/ 

floater •tack •/ 
ipt(3J, ,. 

,. ,. point bein9-taated •/ 

•• ancbor stack point.er ., 
f, ,. float stack pointer 
i, 9eneral index •/ 
ai, ,. 

•/ 

,. anchor index •/ 
fi, floater •/ 
m:i., ,. index 

point. ind.a with max perp diat.ance ., 
max_di•t, I• maximum perp diat.ance calculated •/ 
di•t:- !• perp diatance calculated (pixela) •/ 

if (icoord[O) [XJ WWW ii;:oord[cnt-1) [XJ " !• Cbeck that endpoint• are different. •/ 
icoord[OJ [YJ WWW icoord[cnt-1) [YJ) 

ntuzn (-1): 

i • ai • a • f • O: 
•-•tack[• J [XJ • icoord[ai J [XJ: 
•-•tack[a++J[YJ • icoord[ai J[ll: 
f_atack[f J[X) • icoord[cnt-1J[X); 
f_atack[f++J(Y) • icoord[cnt-1J(YJ; 

•bile (f) ( /• floater •tack i• not empty •/ 
ancbor(XJ • a_stack[a-1J(X); 
ancbor(YJ • a_atack[a-1J[Y); 
floatr[XJ • f_stack[f-1J[XJ; 
floatr[Y) • f_stack[f-1)(YJ; 
/• adjuat index for current floater •/ 
for (fi •.ai+l; icoord[fiJ(XJ I• floatr(XJ II 

icoord[fiJ(YJ I• floatr[YJ: fi++): 
if (floatr[XJ w icoord[ai+1J[XJ '' 

floatr[YJ w icoord[ai+1J[YJ) ( !• anchor and floater are adjacent. •/ 
•-•tack [a J [XJ • f_atack [-fl [XJ: I• pop floater onto anchor •tack •/ 
•-•tack [a++J [TJ • f_atack [ . fl [TJ: 
ai++; !• bump anchor ind.a •/ 
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) 
15 el•• ( /• not adjacent •/ 
H max_cli•t.• O: 
17 for (i • ai+l: icoord[i)[XJ I• floatr[XJ 11 
18 icoord[i] [YJ I• floatr[Y]; i++) 
H ipt[XJ • icoord[i][XJ: 
70 ipt[YJ • icoord[i][YJ: 
71 dist • perp_dist (anchor, ipt, floatr); • 
72 if Cdi•t > max_di•t> ( I• point ba• maximum perp distance! •/ 
73 max_dist • di•t: 
74 mi - i; 
75 ) 
71 ) /• for i •/ 
77 if (max_cli•t <• tol) ( 
78 •-•tack[• ][XJ • f_mtack[~f)[XJ; /•pop floater onto anchor stack•/ 
7t 

.1.. 
a_mtack[a++J[YJ 

( 
• f_mtack[ f)[YJ; 

80 ai • fi; /• adju•t anchor index to new floater */ 
81 ) 
82 
83 f_•tack[f ][XJ • icoord[aniJ[XJ: /• new floater point */ 
84 f_•tack[f++J(Y] • icoord[mi](YJ: 
85 fi - mi; I• adjust floater index */ 
86 ) 
87 ) /• not adjacent •/ 
88 ) /• while •/ 
89 
90 .for (i • O; 1<1; i++) ( 
91 oc:oord[i)[XJ • • .. •tack[i)[XJ; /* •et up output points */ 
92 ocoord[i)[YJ • •-•tack[it[YJ: 
93 
14 return (a): I• return th• count of output points */ 
15 
-,, !• Dou;la•_Peuc:k•r •/ 
17 
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