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Preface

In recent years, advances in hardware technology have lead to an increase
in the capability to store and record personal data about consumers and indi-
viduals. This has lead to concerns that the personal data may be misused for
a variety of purposes. In order to alleviate these concerns, a number of tech-
niques have recently been proposed in order to perform the data mining tasks in
a privacy-preserving way. These techniques for performing privacy-preserving
data mining are drawn from a wide array of related topics such as data mining,
cryptography and information hiding. The material in this book is designed
to be drawn from the different topics so as to provide a good overview of the
important topics in the field.

While a large number of research papers are now available in this field, many
of the topics have been studied by different communities with different styles.
At this stage, it becomes important to organize the topics in such a way that
the relative importance of different research areas is recognized. Furthermore,
the field of privacy-preserving data mining has been explored independently
by the cryptography, database and statistical disclosure control communities.
In some cases, the parallel lines of work are quite similar, but the communities
are not sufficiently integrated for the provision of a broader perspective. This
book will contain chapters from researchers of all three communities and will
therefore try to provide a balanced perspective of the work done in this field.

This book will be structured as an edited book from prominent researchers
in the field. Each chapter will contain a survey which contains the key research
content on the topic, and the future directions of research in the field. Emphasis
will be placed on making each chapter self-sufficient. While the chapters will
be written by different researchers, the topics and content is organized in such
a way so as to present the most important models, algorithms, and applications
in the privacy field in a structured and concise way. In addition, attention is
paid in drawing chapters from researchers working in different areas in order
to provide different points of view. Given the lack of structurally organized in-
formation on the topic of privacy, the book will provide insights which are not
easily accessible otherwise. A few chapters in the book are not surveys, since
the corresponding topics fall in the emerging category, and enough material is
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not available to create a survey. In such cases, the individual results have been
included to give a flavor of the emerging research in the field. It is expected
that the book will be a great help to researchers and graduate students inter-
ested in the topic. While the privacy field clearly falls in the emerging category
because of its recency, it is now beginning to reach a maturation and popularity
point, where the development of an overview book on the topic becomes both
possible and necessary. It is hoped that this book will provide a reference to
students, researchers and practitioners in both introducing the topic of privacy-
preserving data mining and understanding the practical and algorithmic aspects
of the area.
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