
Distinguished Dissertations 

Springer 
London 
Berlin 
Heidelberg 
New York 
Barcelona 
Hong Kong 
Milan 
Paris 
Singapore 
Tokyo 



Other titles published in this Series: 

Extensional Constructs in Intensional Type Theory 
Martin Hoffman 

Search and Planning Under Incomplete Information: A Study Using Bridge Card Play 
Ian Frank 

Theorem Proving with the Real Numbers 
John Harrison 

Games and Full Abstraction for a Functional Metalanguage with Recursive Types 
Guy McCusker 

Hardware Evolution: Automatic Design of Electronic Circuits in Reconfigurable Hardware by 
Artificial Evolution 
Adrian Thompson 

Models of Sharing Graphs: A Categorical Semantics of let and letrec 
Masahito Hasegawa 

Large Scale CoUaborative Virtual Environments 
Chris Greenhalgh 



Radu C. Calinescu 

Architecture-Independent 
Loop Parallelisation 

, Springer 



Radu C. Calinescu, DPhil, MSc 
Oxford University Computing Laboratory, Wolfson Building, Parks Road, Oxford, 
OXI3QD, UK 

Series Editor 

Professor C.J. van Rijsbergen 
Department of Computing Science, University of Glasgow, G 12 8RZ, UK 

ISSN 1439-9768 

ISBN-13 978-1-4471-1197-9 Springer-Verlag London Berlin Heidelberg 

British Library Cataloguing in Publication Data 
Calinescu, Radu C. 

Architecture-independent loop parallelisation.­
{Distinguished dissertations} 
1.Parallel processing {Electronic computers} 
I.Titie 
004.3'5 
ISBN-13 978-1-4471-1197-9 

Library of Congress Cataloging-in-Publication Data 
Calinescu. Radu., 1968-

Architecture-independent loop parallelisation 1 Radu C. Calinescu. 
p. cm .. - {Distinguished dissertations} 

Includes bibliographical references and index. 

ISBN-13: 978-1-4471-1197-9 e-ISBN-13: 978-1-4471-0763-7 
DOl: 10.1007/978-1-4471-0763-7 

1. Parallel processing {Computer science} 2. Computer architecture. 1. Title. II. 
Distinguished dissertations {Springer-Verlag} 
QA76.58.C34 2000 
004'.35--dc21 00-037369 

Apart from any fair dealing for the purposes of research or private study, or criticism or review, as 
permitted under the Copyright, Designs and Patents Act 1988, this publication may only be reproduced, 
stored or transmitted, in any form or by any means, with the prior permission in writing of the publishers, 
or in the case of repro graphic reproduction in accordance with the terms of licences issued by the 
Copyright Licensing Agency. Enquiries concerning reproduction outside those terms should be sent to the 
publishers. 

© Springer-Verlag London Limited 2000 

So/'tcover reprint of the hardcover 1st edition 2000 

The use of registered names, trademarks etc. in this publication does not imply, even in the absence of a 
specific statement, that such names are exempt from the relevant laws and regulations and therefore free 
for general use. 

The publisher makes no representation, express or implied, with regard to the accuracy of the information 
contained in this book and cannot accept any legal responsibility or liability for any errors or omissions 
that may be made. 

Typesetting: Camera-ready by author 

34/3830-543210 Printed on acid-free paper SPIN 10760296 



Preface 

This book addresses the automatic parallelisation of regular loop computations in­
volving dense data structures. In order to achieve parallel code which is architecture­
independent, scalable and of analytically predictable performance, scheduling in the 
bulk-synchronous parallel model of computation is considered. 

Our parallelisation approach combines two types of scheduling in a novel way. 
A class of parallelisation techniques termed template-matching scheduling is used to 
build the parallel version of certain loop computations starting from predefined, highly 
optimised schedule skeletons. A more complicated technique called generic loop nest 
scheduling tackles the parallelisation of nested loops whose structure matches none of 
the recognised computation templates. 

A collection of template-matching parallelisation methods is developed in the 
book. This collection builds on recent advances in automatic parallelisation and 
architecture-independent parallel programming, and includes two categories of sche­
duling techniques. The subset of techniques belonging to the first category is dedicated 
to the parallelisation of uniform-dependence perfect loop nests. The second category 
of techniques addresses the parallelisation of several loop constructs that appear fre­
quently in imperative programs and comprise non-uniform dependences. 

We also introduce a new scheme for the parallelisation of generic, untightly nested 
loops. This scheme comprises four steps: data dependence analysis, potential paral­
lelism identification, data and computation partitioning, and communication and syn­
chronisation generation. Due to the new algorithms employed in its last three steps, 
the scheme is able to identify coarse-grained potential parallelism, and to map it effi­
ciently on the processor/memory units of a general purpose parallel computer. 

The effectiveness of architecture-independent loop parallelisation is assessed 
through a series of case studies addressing the parallelisation of several scientific com­
puting problems. For each problem, the best known parallel solution is compared with 
the one obtained using the automatic scheduling techniques, as well as with the paral­
lel schedule generated by a research tool that implements a subset of these techniques. 
This study reveals that the new parallelisation approach is feasible, and can be suc­
cessfully applied to many scientific computations involving dense data structures. 

Except for a few minor corrections, this book represents the author's University of 
Oxford D.Phil. thesis. 
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