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ABSTRACT

CLUSTERING FREQUENT NAVIGATION PATTERNS FROM WEBSITE LOGS
USING ONTOLOGY AND TEMPORAL INFORMATION

Kilig, Sefa
M.S., Department of Computer Engineering
Supervisor : Assoc. Prof. Piar Senkul

Co-Supervisor : Prof. Dr. Ismail Hakk: Toroslu

December 2011, 73 pages

Given set of web pages labeled with ontological items, the level of similarity between
two web pages is measured using the level of similarity between ontological items of
pages labeled with. Using similarity measure between two pages, degree of similarity
between two sequences of web page visits can be calculated as well. Using clustering
algorithms, similar frequent sequences are grouped and representative sequences are
selected from these groups. A new sequence is compared with all clusters and it is
assigned to most similar one. Representatives of the most similar cluster can be used
in several real world cases. They can be used for predicting and prefetching the next
page user will visit or for helping the navigation of user in the website. They can also
be used to improve the structure of website for easier navigation. In this study the

effect of time spent on each web page during the session is analyzed.

Keywords: data mining, web usage mining, semantic similarity, clustering, web page

recommendation
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Y/

VARLIKBILIM VE SURE BILGISINI KULLANARAK WEB SAYFALARINDAN
SIK GORULEN DESEN KUMELERININ ELDE EDILMESI

Kilig, Sefa
Yiiksek Lisans, Bilgisayar Miihendisligi Boliimii
Tez Yoneticisi : Dog. Dr. Pinar Senkul
Ortak Tez Yoéneticisi : Prof. Dr. Ismail Hakk: Toroslu

Aralik 2011, 73 sayfa

Varlikbilim 6geleri ile etiketlenmis web sayfalarindan olusan bir kiimede, iki web say-
fasi1 arasindaki benzerligin derecesi, o sayfalar1 etiketlemekte kullanilan varlikbilim
ogelerinin arasindaki benzerlik kullanarak belirlenir. Iki sayfa arasindaki benzerlik
kullanilarak, gezilen web sayfalarindan olusan iki dizi arasindaki benzerlik de bu-
lunabilir. Kiimeleme algoritmalarini ile sik goriilen benzer diziler gruplanir ve her
kiimeyi temsil edecek diziler secilir. Yeni bir dizi geldiginde, en benzer olan kiimeye
atanir. En benzer kiimeyi temsil eden diziler bir ¢ok gergek senaryoda kullanilabilinir.
Kullanicinin bir sonra ziyaret edecegi web sayfasinin tahmin edilmesi ve énceden ge-
tirilmesi veya kullaniciya daha kolay gezinme i¢in yardim edilmesi, web sitesinin daha
kolay gezinme i¢in yapisinin degistirilmesi i¢in kullanilabilir. Bu caligmada web say-

falarinda gegirilen stirenin oturumlar: kiimeleme iizerindeki etkisi incelendi.

Anahtar Kelimeler: veri madenciligi, web kullanim madenciligi, anlamsal benzerlik,

kiimeleme, web sayfasi 6nerme
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CHAPTER 1

INTRODUCTION

Every year, the amount of documents on the Internet is increasing, as well as Internet
users. Instead of bothering users with huge amount of data on a site, presenting the
correct information at the right time in the most appropriate form is important and

it results with better browsing experience for users [1].

Web mining methods are used for several different purposes. One important applica-
tion area is web personalization which is the task of making web pages dynamically
customized, based on characteristics of individual users. It is especially used by e-
commerce applications to understand interests of users and to recommend products
and show advertisements on the web page based on their preferences [2, 3]. Figure
1.1 shows a web page from e-commerce company Amazon.com. Product web pages
are dynamically customized based on associations with other products and browsing

history of the user.

Another recommendation example is given in Figure 1.2 from online movie database
IMDb (Internet Movie Database). In this web site, when the user browses the page of
a movie, movie recommendations are dynamically generated. Recommendations are
generated based on genre, cast, writer, director information of the movie browsed and

navigation history of the user on the whole site.

Another application area of web mining is the dynamic web page recommendation.
Based on user navigation, next web pages that are likely to be requested by user are
recommended to him/her. For example, in a web site, if users usually access page B

from page A, B can be recommended to a user who is on page A. A similar important
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usage is prefetching and caching [3]. In the previous example, when the user browses
page A, next page is likely to be B. While user is browsing A, B is fetched and
cached. If user requests B, the copy in the cache is directly displayed without waiting

the server for content. The aim is to make browsing faster for the user.

Hyperlinks can dynamically be inserted into web pages. Consider the following exam-
ple. If there is a significant web navigation pattern of pages A - B — C — D and
time spent on B and C' are considerably small, it can be interpreted that users follow
this navigation path to access page D from A. In this case, inserting a link from A to
D may make the browsing easier for users. As well as dynamic hyperlink generation,
the navigation patterns can also be used for evaluation of quality of the website [3].
Design and structure of a web site is important and it must be efficient, especially in
e-commerce domain. A bad design of an e-commerce website may result with loss of
potential customers, because of the structure that is not easy to explore by users. In
addition to that, confused user navigations blur the statistics about pages which are

also important for other analysis [4].

In this study, collected web navigation paths are clustered based on semantic similarity
between paths. Resulting clusters can be used further for different purposes such as
recommendation, prefetching of web pages or evaluating the overall quality of website

structure. Contributions of this study are

e combining concept-based sequence clustering with time-spent information,

e different concept similarity metric,

e web usage mining on a non-comercial web domain, previous studies are usually

on commercial web sites [5].

The rest of the thesis is organized as follows.

e Chapter 2 gives introduction to concepts web mining, steps of web mining pro-

cess and pattern discovery methods.

e Chapter 3 describes the method used in this study.



e Chapter 4 is about methods used for experiments, results and discussion on

them.

e Chapter 5 is about conclusions and future work on this study.



CHAPTER 2

BACKGROUND

Web mining is the analysis and extraction of meaningful and useful patterns from

data on the World Wide Web [6].

Web mining is an active field of data mining for more than a decade. Cooley et al.
give definition of web mining, techniques and issues on the topic [6]. They also give
general architecture of WEBMINER, one of the earliest web mining system presented
in [7]. In [8], Srivastava et al. give the taxonomy of web mining area and they discuss
preprocessing, pattern discovery and analysis issues. They also give a survey about
early research projects and commercial applications about web mining and they give
an overview of WebSIFT as a web usage mining system [9]. One another contribution
of their paper is the discussion on privacy issues on collection and use of user data by
site administrators. The ethical issue is also discussed in [10]. Some reviews of the
field are [1, 2, 11, 3]. Also, the book chapter by Mobasher is an extensive summary
on web usage mining [12]. It covers all key steps of mining process including data

collection, preprocessing, data modeling, discovery and analysis of usage patterns.

In [8], web mining is divided into three subfields which are content, structure and

usage mining. These subfields are explained in following subsections.

2.1 Web Content Mining

Web content mining is the process to discover important information from the content
in web pages. In past years, the content is usually text. However the amount of mul-

timedia such as image, video and audio in the web increased so much in recent years.



For processing of text in web pages, the methods from natural language processing
(NLP) and information retrieval (IR) is adopted. However, since the web is so huge
and highly dynamic, these methods should be modified to meet requirements. Multi-
media data should also be handled. To process multimedia data such as image, video
and audio, it can be benefited from fields such as image processing, speech recognition

etc.

2.2 'Web Structure Mining

Web structure mining is the extraction of meaningful information using the structure
of web pages. Two different types of structure are used to capture information. The
first one is the hyperlink structure between web pages (i.e. inter-page structure [8]).
Link-based classification, link-based cluster analysis are some possible tasks of web
structure mining [13]. HITS [14] and PageRank [15] are some methods used in web

structure mining to find the importance of web pages using link information.

The second type of structure is the one within the document (i.e. intra-page structure
[8]). The pages are composed with markup languages such as HTML or XML in
machine-readable form. Using intra-page structure of a page, information can be
extracted from the page. For example, the HTML heading tags <hl1> to <h6> are
used to define headings. They are usually used for start a new section. Headings
give important clues about text. Therefore heading information can be used and it is
extracted from intra-structure of the web page. Another example is the HTML bold
tag <b>. It is used to render text as bold. In a page, text between <b> and </b> can

be considered as important in the page.

2.3 Web Usage Mining

In Web usage mining, the web page visit information of users is used. While the web
content and structure mining use the real data on the web, web usage mining methods
use data produced from behaviors of users [11]. For web usage mining, user-specific

data are also used and it can be combined with content and/or structure data.



2.4 Data Types

All three subfields of web mining (i.e. web content/structure/usage mining) use web
data to extract and analyze useful information, but data type used is different for each
of them. Types of data used in web mining are content, structure and usage and user

data [8].

e Content data in a site is usually text and multimedia data in the form of

HTML/XML pages.

e Structure data is about the organization of pages in the web site. The structure

data is usually captured from hyperlinks between web pages.

e Usage data contains not only web data but also the usage of it. The most
common form of usage data is server logs which contain each request to each
web page from different users. Log data usually contains time and date of the
request, the IP address from which request comes from and request status etc.
Usage data items that can be used for mining are further explained in Section

2.5.

e User data can also be helpful for mining process. Data such as demographic
information and other profile information can be collected with a registration
mechanism [12]. Also, user ratings, comments, purchase history and other user-

specific information may be available and helpful [12].

2.5 Data Sources

The data collection is an important stage in the whole process, especially for web usage
mining. The data to be used can be collected in server side or client side. Sometimes

some intermediary sources are used for data collection too.

2.5.1 Server-side Log Collection

Server-side collection of data is the most common one among web mining studies in

the literature. To collect data, server access logs, cookies and web bugs are commonly



Table 2.1: Example server access log

<ip> <userid> <request time> <request method/resource/protocol>
<status code> <size> <referer> <agent>

1.2.3.4 - [06/May/2011:11:19:15 +0200] ¢ ‘GET A.html HTTP/1.1’° 200
135 - “‘Mozilla/4.0 (compatible; MSIE 6.0; Windows NT 5.1; .NET CLR
3.5.20706) 7’

1.2.3.4 - [06/May/2011:11:22:53 +0200] ¢ ‘GET B.html HTTP/1.1 200 257
A.html ¢‘Mozilla/4.0 (compatible; MSIE 6.0; Windows NT 5.1; .NET CLR
3.5.20706)

1.2.3.4 - [06/May/2011:11:23:01 +0200] ‘‘GET C.html HTTP/1.1°’ 200
232 B.html ‘‘Mozilla/4.0 (compatible; MSIE 6.0; Windows NT 5.1; .NET
CLR 3.5.20706)’

1.2.3.5 - [07/May/2011:19:58:30 +0200] ¢‘GET D.html HTTP/1.17°

200 103 - “‘Mozilla/5.0 (X11; U; Linux i686; en-US; rv:1.9.1.8)
Gecko/20100214 Ubuntu/9.10 (karmic) Firefox/3.5.8°

1.2.3.5 - [07/May/2011:19:58:48 +0200] ¢ ‘GET C.html HTTP/1.1’’ 200
232 D.html ‘‘Mozilla/5.0 (X11; U; Linux i686; en-US; rv:1.9.1.8)
Gecko/20100214 Ubuntu/9.10 (karmic) Firefox/3.5.87’

1.2.3.6 - [08/May/2011:08:23:12 +0200] ¢ ‘GET C.html HTTP/1.1°’°

200 232 www.example.com °‘Mozilla/5.0 (X11; U; Linux i686; en-US;
rv:1.9.1.6) Gecko/20100205 Gentoo Firefox/3.5.6°°

used.

Server Access Logs One of the most popular ways to collect data is to use server
access logs and in this study server access logs are used. Server access log file stores
all requests to web pages of a site, usually in a standardized text file format such as
Common or Extended log formats. One of the most commonly used data formats is
Apache HTTP server combined log format. Portion of an example server access log
file is given in Table 2.1. For each log entry, the first field is the IP address of the
client requested to the server. The second field is the user id of the person requested

W

resource. This part is in all of example log entries, because none of resources are
password protected. The next field is the time that the request was received. The
fourth field contains the method used by the client, the address of resource requested
and the protocol used. Next two fields are status code that server sends back to client
and the size of object returned to the client. Last two fields store address of referer

and information about the client browser. The referer address is the site that the

client referred from, this referer site should have link to resource in third field.



Although web server logs are commonly used data sources, there are some disadvan-
tages of using server logs [1]. The first one is web caching which is used to reduce
traffic, latency and server load. Previously requested web documents such as HTML
files, images are stored for a certain period of time. During this time, if temporarily
stored files are requested again, stored ones are loaded, instead of new requests from
web server. The caching mechanism can be implemented in client or proxy server
level. Consider the web navigation sequence of a user, A - B —- C — B — D.
If web caching is used, the second request for page B is loaded from local storage,
not from web server. Therefore, in server logs, the navigation sequence looks like
A — B — C — D. Resulting sequence negatively effects further steps of mining
process. There may be no direct link from page C to D, or even if there exists, it may

cause misinterpretations about usage data.

The second issue with web server logs is IP addresses. Due to usage of proxy servers
requests from different machines are logged with the same IP address by the server.
On the other hand, a user may be logged with multiple IP addresses due to dynamic
IP allocation, used by many Internet service providers. If both proxy servers and
dynamic IP allocation are used, the problem becomes much more difficult to deal

with.

Cookies Another option for data collection is cookies. They are small pieces of
information carried between server and client [16]. Usually, they are used for tracking
of users by web servers. The server sends some unique token to the client and every
time the client requests some pages from the server, it sends that token back to server

which is used to identify the client.

The use of cookies needs collaboration with users. However, cookies come with privacy
issues and the most modern web browsers allow users to decide whether to enable or
disable them. Therefore, some users may disable cookies which makes it impossible

to use them for data collection.

Web Bugs A web bug is a small and usually 1 x 1 pixel transparent image file

embedded in HTML file for tracking and getting information about client [17]. Since

10



that image is usually transparent and small, it is not seen by the client. When the
client requests the HTML file, it also requests that image file. That image file may be
stored in another server and by requesting that image file, information about client

(IP address, request time, web browser type, etc.) is also sent to that server.

Web bugs are useful to some extent even when browser’s cookies are turned off. Similar
to cookies, web bugs have privacy implications, especially when used in emails. Web

bugs can be used by spammers to validate email addresses.

Explicit User Input It may be useful for some applications to use explicit user
input. Data about users can be collected through forms. However, users do not want
to bother if it is not very important for application. On the other hand, user supplied

data may not be reliable [1].

2.5.2 Client-side Log Collection

The second option is to collect data in the client-side. This method has several advan-
tages over server-side log collection. Unlike server-side collection methods, client-side
collection does not need to deal with caching or session identification problems [8]. On
the other hand, it has some disadvantages. Convincing users to allow the collection of
his/her usage data is difficult [8]. People may easily feel disturbed by being monitored

and not want to allow data collection.

Javascript Applications Javascript programs can be embedded in web pages and
when they are executed on client-side, they gather information directly about client,
time and duration of visits of pages etc. It is possible to disable javasript applications

for privacy and security concerns, so user cooperation is essential.

Browser addons Data about browsing behaviors of users can be gathered using
browser addons. Similar older technique were also used to modify web browser. Cunha
et al. modified Mosaic web browser to collect data in [18]. It is not practical to modify
modern web browsers, even if the source code is freely available. Another issue is to

convince users to install and use the modified version. Modern way of doing this to
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install browser addons which collect data about clients. Again, cooperation of users

is required.

2.5.3 Intermediary Data

Proxy Servers A proxy server is a software system that acts as intermediary be-
tween client browsers and servers. Proxy servers are used for security, caching and

filtering purposes. Access logs of proxy servers are used as data source.

Packet Sniffers A packet sniffer is a software system or a hardware device that
monitors TCP/IP packets on a network. Packet sniffers can be used for real-time
data analysis, but in case of a problem, all data may be lost forever, since data are

collected in real time and not logged [1].

2.6 Data Preprocessing

In this study, server access logs are used, so preprocessing steps given in following

subsections use server access logs as input.

2.6.1 Data Fusion

For some applications, the web site to be analyzed may be large, or multiple related
web sites may be used for analysis of user behaviors. Therefore, log files may come from

different sources. For efficient analysis of log files, they must be merged accordingly.

2.6.2 Data Cleaning

Before starting analysis of logs, irrelevant log items that are not useful for analysis,
should be removed. Consider the following simple scenario. There are image files I3
and I, embedded in page A, and image files I3 in page B. When the user requests page
A and then page B, the navigation sequence would look like A — Iy — I, - B —

I3. Image files do not provide information about the access sequence, unless image
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processing is done to extract content information from images. A simple heuristic is
to remove logs with requests for specific file types. For instance, requests for image

files with filename suffixes . jpeg, .png and .gif can be removed [6].

Web usage mining aims to extract behavior patterns of users that navigate through
web pages. It is desirable to distinguish navigations of users from robots (also known
as spiders and crawlers). Robots are software programs that traverse web pages using
hyperlink structure to retrieve information [19]. There are some heuristics to identify
log items that belong to robots. According to the Robots Exclusion Standard [20], the
owner of web site www.example.com can place a text file called robots.txt to give
instructions to robots to allow or prevent certain parts of the site to be accessed. Ac-
cording to this standard, whenever a robot visits www.example. com, it first checks the
address www.example.com/robots.txt to get instructions of web site owner. There-
fore, the request for www.example.com/robots.txt in access logs can be used to
detect robots accessing to the web site. All IP addresses accessed to robots.txt file
are considered as web robots and all log items with these IP addresses are removed

from server logs.

For detection of robots, user agent field in Common or Extended log formats can
be used. Cooperative web robots must declare their identity in user agent field [19],
however if a robot attempts to hide its identity, it is not possible to detect it using
user agent field. Another way to detect robots is to look for IP addresses [19]. There
are many lists of robots and their IP addresses. By checking IP addresses of log items,
robots can be detected. However, these lists may be incomplete and TP addresses of
robots may change over time. Robots usually use specific strategies to retrieve pages
on a web site, such as breadth-first search. These navigation patterns can be modeled

and used to classify clients as user or robot [19].

Some unnecessary data fields such as number of bytes transferred, version of used

HTTP protocol, etc. can be removed from log file [12].
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2.6.3 Page View ldentification

A page view is defined as a set of page files that contribute to a single display in the
browser [2]. When the user clicks a link to web page P, n frames and m graphics are
loaded into the browser. These n frames and m graphics form P [8]. These n HTML
frames and m graphics would appear in log file. Even if graphics files are cleaned in
data cleaning step, page P is still seen as request for P and requests for each of n
HTML files. Instead of n + 1 different files, they must be combined as a page view

and considered as one item.

2.6.4 User Identification

Since the ultimate goal is to extract navigation patterns of users, the user identifica-
tion is a critical step in preprocessing process and it is difficult in systems without
authentication mechanisms. There are some heuristics developed to identify users,

but every method has some disadvantages.

The simplest heuristic is to consider each IP address as a different user. Several web
usage mining systems adopt this approach [1]. Due to the use of proxy servers, a
single IP address may be used by multiple users. On the other hand, in a network
with dynamic IP allocation, IP address of a user may change over time, so a client

may use multiple IP addresses.

Cooley et al. propose two different heuristics in [21]. The first one uses IP addresses
together with agent field in server logs. If the IP addresses of two log items are same

but agent fields are different, this heuristic assumes that they belong to different users.

The second heuristic proposed in [21] uses web site topology to identify users. For
example, if there are requests for page A and then page B from the same IP address,
and if there is no link from page A to B, it is assumed that requests for pages A and
B are from different users. This heuristic may produce inaccurate identifications if
there is a browser or proxy level cache mechanism. For instance, if a user has the
browsing path A — B — C and if B is cached in some way, the browsing path would

look like A — C in server log file. A system that adopts this heuristic would assign
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requests for A and C' to different users.

As another option, cookies can be used to identify users. When a user visits a web
page, server sends a unique id with the page requested. After first request, every time
the user requests a page from the server, it sends the id along with the request. Server
receives unique id of client uses it to identify user. However, as mentioned in Section

2.5.1, they may not be preferred and disabled by users due to privacy concerns.

In our study, the pair of IP address and agent field is used to identify users. With this
heuristic, the problem of single IP address/multiple users is solved to some extent.
The second problem, multiple IP addresses/single user problem is less critical. Most
of the time, sessions are not so long and IP address of a client is less likely to change

during that time.

2.6.5 Session Construction

Session identification is another important step among preprocessing steps and it is
an issue too without authentication mechanisms. A user session is the click-stream of
page views for a user on the Web [8]. Basically, session construction is the partition of
log item sets of a user into subsets, such that elements in a subset should be related
and their access times should be close to each other. In a typical log file, there may be
log items belonging to different days, even different weeks. Such items should belong
to different sessions. On the other hand, access logs for not related URLs should be
considered as members of different sessions, even if their access times are close to each
other. There are different session construction heuristics developed to handle these

cases [12, 22, 23]. They can be time or structure oriented.

Time-oriented ones generally use time threshold ¢t and if visiting time difference of two
pages are greater than t, they belong to different sessions. Although threshold ¢ is
highly dependent to content of the site, ¢ = 30 minutes is used as default [1, 21]. Table
2.2 gives an example of session construction using time threshold ¢ = 30 minutes. Since
the time difference between access to C and access to E is greater than 30 minutes,

they belong to different sessions.

15



Table 2.2: Time-oriented session construction example

IP address time URL referrer
1.2.3.4 [0:00] A -
user 1 1.2.3.4 [2:17] B A
1.2.3.4 [15:32] C B
user 2 1.2.3.4 [47:11] E A
1.2.3.4 [49:39] F E

Table 2.3: Time-oriented session construction example when caching mechanism is
used. Log items between two dashed lines are retrieved from the cache and do not
appear in server log file.

IP address time URL referrer
1.2.3.4 [0:00] A -
1.2.3.4 [2:17] B A
1.2.3.4 [12:32] C B
1.2.3.4  [17:11] A ¢
1.2.3.4 [29:39] B A
1.2.3.4 [45:08] D B
1.2.3.4 [49:44] E D

If browser or proxy server caching is used, incorrect sessions may be constructed. Table
2.3 shows an example. Log items between dashed lines are not server logs. They are
loaded from the cache, in other words they are not requested from the server, so these
requests are not recorded in server access logs. The correct browsing history is A — B
— C — A — B — D — E. However, due to caching mechanism, the browsing history in
log files would look like A — B — C — D — E. In that case, since the time difference
between request for C and the request for D is greater than threshold, there would be

two sessions, although there is one.

As the second heuristic, hyperlink structure of web sites is used to construct sessions.
Existence of hyperlinks between two consecutive log items or referer fields of server
logs can be used. For example, in Table 2.4, referer field of the last log item is empty
which means it was not accessed from page C. Therefore, third and last log items

should belong to different sessions.

Similar to time-oriented method, caching may cause problems for structure-oriented

method. Consider the following scenario: Let the original browsing path be A — B
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Table 2.4: Structure-oriented session construction example

IP address time URL referrer
1.2.3.4 [0:00] A -
1.2.3.4 [0:15] B A
1.2.3.4 [8:37] C B
1.2.3.4 [15:43] E -

c-—ef"’ae

Figure 2.1: Sample web site hyperlink structure

— C and let B be retrieved from cache somehow. In the log file, browsing path would
look like A — C and if there is no hyperlink between A and C, they would be assigned

to different sessions.

2.6.6 Path Completion

Because of caching mechanism, some files are retrieved from the cache and these
requests are not logged in server-side. Path completion is used to recover missing items
in the log file. It is usually performed after session construction [12]. To complete

missing requests, web site structure and referer field of log file are used [21].

A simple example is given in Figure 2.1. If the original browsing path is A - B — C
— D — E and if D is missing in log file (i.e. the path looks like A — B — C — E), page
D can be recovered using link structure. There is no direct way to access from C to
E, there is only one link going outside from C and only one link coming to E. D is the
only possible page, so it is assumed that it is actually retrieved but does not appear

in log file due to caching.
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2.7 Clustering for Pattern Discovery

After preprocessing, different methods can be applied to extract meaningful and useful
patterns from data. These methods are adopted from different fields, such as statis-
tics, machine learning and data mining. This section describes clustering, the most

commonly used one for pattern discovery on web mining area.

Clustering is to divide a set of objects into meaningful groups. The goal is to partition
objects such that similar objects will be in same groups while different ones will be in

different groups.

Cluster analysis is used in wide range of fields such as biology, psychology, medicine,
business, image processing, information retrieval, data mining and web usage mining

24, 25].

2.7.1 Clustering Types

There are many different types of clusterings [24] and they are described below.

e Hiearchical versus Partitional A partitional clustering is divison of set of
objects into non-overlapping clusters. In a hierarchical clustering, clusters con-
tain subclusters. Usually, the clustering is represented with a tree-like diagram
called dendrogram. An example of hierarchical clustering and its dendrogram

are given in Figure 2.2.

The hierarchical clustering can be built with agglomerative (bottom up) or di-
visive (top down) strategies. In agglomerative approach, at the beginning, each
instance is a cluster and at each step, a pair of these clusters are merged. Merge
operation is repeated until one final cluster having all instances is produced.
Divisive approach starts with one cluster having all objects and divides it into
subclusters. At each step, it divides a cluster that contains multiple objects into
subclusters. The process is repeated until there is no cluster to divide. For both
agglomerative and divisive approaches, all intermediate clusters are recorded

and used for building dendrogram.
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Figure 2.2: Sample hierarchical clustering and its dendrogram

e Exclusive versus Overlapping versus Fuzzy Depending the type of appli-
cation, a clustering may be exclusive, overlapping (non-exclusive) or fuzzy. In
an exclusive clustering, an object belongs to only one cluster, while it belongs
to multiple clusters at the same time in overlapping clusterings. In a fuzzy clus-
tering, the degree of membership of an object to a cluster can be defined with

membership weight. Usually the sum of membership weights of an object is 1.0.

e Complete versus Partial In a complete clustering, every object is assigned to
a cluster while there may be objects that are not assigned to any cluster, in a

partial clustering.

2.7.2 Distance Measures

One of the critical steps is to select distance measure. In following subsections there

are several distance/similarity measures explained.

Eucledian Distance The most common measure used in clustering is Eucledian
distance. Each instance X is represented as a vector of features X = (X1, Xo,..., X,,).
If X =(X1,X9,...,Xy) and Y = (Y1, Ys,...,Y,) are two elements in n dimensional

Eucledian space, distance between them is formally defined as
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n 1/2
d(X,Y) = (Z(xi - Y)) (2.1)

i=1

Generalization of Eucledian distance is called Minkowski distance where distance be-

tween two points X and Y is defined as

n 1/p
d(X,Y) = (Z |X; — Y|) (2.2)

In Eucledian distance p = 2. Minkowski distance is also widely used with p = 1, which

is known as Manhattan distance.

Cosine Similarity Another measure of similarity is cosine similarity which is the
most common measure of document similarity [24]. The cosine similarity of two vectors

X and Y is defined as

XY
cos(X,Y) = 7HX|| ) (2.3)

where - represents the vector dot product, X - Y =3"" | X;Y; and || X|| is the length

of vector X, || X|| = \/ﬂ

Jaccard Coefficient Given two objects A and B with n binary attributes (i.e.
A= (ai,...,ap), B = (b1,...,b,) and a;,b; € {0,1}, (1 < 4,j < n)), the Jaccard
coefficient [24] is the measure of attributes shared by A and B. The following quantiles

are used to compute similarity between A and B.

e My is the number of attributes where the attribute of A is 1 and the attribute
of Bis 0.

e Mg is the number of attributes where the attribute of A is 0 and the attribute
of Bis 1.

e My is the number of attributes where A and B both have value 0.
e Miq is the number of attributes where A and B both have value 1.
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So, Moy + Myi + Mg + M11 = n and Jaccard coefficient is

g My
Mo1 + Mo + Moo

(2.4)

Tanimoto similarity is the extension to Jaccard Coefficient for measuring similarities
between objects with not binary features [24]. It is also known as Extended Jaccard

Coefficient.

A-B
T4 B) = AP+ BP -4 B (2:5)

Correlation Coefficient Pearson Correlation Coefficient measures the similarity

between two objects A = (Ay,...,A,) and B = (By,...,By). It is defined as

>ii(Ai — A)(B; - B)
V(A = A2 S (Bi - BY?

2.7.3 Distances Between Two Clusters

Hierarchical clustering algorithms use the distance between two clusters. Single link,
complete link and average link distance are mainly used measures to measure dis-
tance between two clusters. Single link distance between two clusters is the minimum
distance between any two points in two different clusters. Complete link distance
between two clusters is the maximum distance between any two data points in two
different clusters. Third one, average link between two clusters is the average pairwise
distance among all points in different clusters. Formal definitions of single, complete
and average link distance between two clusters A and B are given in equations 2.7,

2.8 and 2.9 where |A| is the number of elements in cluster A.
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dsingle (A, B) = aegliileB d(a,b) (2.7)

dcomplete(A> B) = aerfrllag(EB d(aa b) (28)
ZaeA, pep d(a,b)

daverage(AvB) = ’A| |B|

2.7.4 Clustering Algorithms

k-means is the most common clustering algorithm used in machine learning and data
mining [24, 26]. The algorithm partitions data into k clusters such that each object is
the member of the cluster with closest centroid. The centroid of a cluster is usually
the arithmetic mean of member objects. k, the number of final clusters is given as

input. The algorithm 1 gives the steps of k-means algorithm.

Algorithm 1 k-means clustering algorithm
Select k points as initial centroids of clusters.

repeat
Assign every data point to the cluster with nearest centroid.
Recalculate the centroid of each cluster using member data points of it.

until No change in centroids.

The number of clusters k is not determined automatically and should be given as
input. Another drawback of k-means clustering algorithm is choosing initial centroids.
Different selection of initial centroids may yield different clusters at the end. Therefore,

poor selection of initial centroids may produce poor results.

There are several modifications to original k-means algorithm in literature. In fuzzy
c-means clustering [27], each object belongs to more than one cluster with different
degrees of membership. Another extension for k-means is z-means algorithm [28].

x-means algorithm estimates the number of clusters without any user input.

Hierarchical algorithm is another widely used clustering algorithm. As explained
above, agglomerative and divisive approaches are used to build a hierarchical cluster-

ing. The pseudocode of agglomerative approach is given in Algorithm 2. In divisive
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approach, at each step, a cluster is chosen to be split based on some criteria. The
process is repeated until all clusters have single object. To measure distance between

clusters, single, complete or average link measures can be used.

Algorithm 2 Agglomerative hierarchical clustering algorithm
repeat

Merge the closest two clusters.
Calculate the distance between merged and remaining clusters.

until Only one cluster remains.

DBSCAN (Density Based Spatial Clustering of Applications with Noise) [29] is an-
other widely-used partitional clustering algorithm. Unlike k-means clustering algo-
rithm, DBSCAN does not require k£ as input, but it requires some other parameters,
which yields the same problem. Poor choice of these parameters may yield to bad

clustering at the end.

2.7.5 Cluster Evaluation

One of the most widely used cluster evaluation method is to calculate inter-cluster
and intra-cluster similarity values. The intra-cluster similarity is the measure of how
tight a cluster is, in other words, how much items in a cluster are close to each other.
In a good clustering, average intra-cluster similarity is high. The average intra-cluster

similarity of a clustering C = {C1,...Cy} is

n

IS(C):EZ > s(d,d) (2.10)

i=1 \d,deC;
where s(d,d') is the similarity between items d and d'.

The inter-cluster similarity is the measure of how well clusters are separated from each
other. In a good clustering, average inter-cluster similarity is low, because clusters are

well separated from each other. The average inter-cluster similarity for a clustering

C={Cy,...Cy}is
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ES(C) = 71(7@21)2 3 S0 05) (2.11)

i=1 j=i+1
where S(C;, Cj) is the average pairwise similarity between items in clusters C; and

c;.

S(C,Cy) = — S s(did) (2.12)

ICillCl g,ecid ec,

where s(d;, d;) is the similarity between items d; and d;.

In addition to inter/intra-cluster similarity measures, Halkidi et al. survey clustering

validation techniques and give comparison of widely known clustering algorithms [30].

2.8 Other Pattern Discovery Methods

In this section, pattern discovery methods other than clustering are described. Similar
to clustering method, they are usually unsupervised, since labeling instances of large

datasets is not easy [1].

2.8.1 Association Rules

Association rules are used to represent associations between items in a dataset [24].
A rule X = Y means that there is a strong relationship between the occurrence of
X and Y item sets (i.e. collections of one or more items). Two metrics, support
and confidence are used to evaluate the strength of association rules. Support of a
rule X = Y, S(X = Y) is the fraction of transactions that contain both X and
Y. Confidence of X = Y, C(X = Y) is the measure of how often Y appears in

transactions that contain X. Formally, support and confidence are defined as follows.

S(X=Y)= % (2.13)
_o(XUY)
OX =v) =50 (2.14)

24



where o(X) is the support count, the number of transactions that contain X. N is
the total number of transactions in the dataset. Association rule mining is the task
of finding all rules with support s and confidence ¢ such that s > minsup and ¢ >
minconf, where minsup is support threshold and minconf is the confidence threshold.
The most popular algorithm used to discover association rules is Apriori algorithm

31).

In the context of web usage mining, item sets are sets of web pages accessed and
association rule mining is used to discover the set of web pages accessed together in
a user session. Given a set of web pages accessed by the user, other frequently co-
occurred pages may be recommended to the user. Another possible use is to cache

associated pages that are not accessed yet.

2.8.2 Sequential Patterns

Sequential pattern mining is the task of finding frequent sequences of events. Dif-
ferent from association rule mining, it includes information of time order between
events. Extended association rule mining algorithms are used for sequential patterns.
Some algorithms based on Apriori algorithm [31] are AprioriAll, AprioriSome, Dy-
namicSome [32], GSP (Generalized Sequential Pattern) [33] and SPADE (Sequential
PAttern Discovery using Equivalence classes) [34]. FreeSpan [35] and PrefixSpan [36]

are based on data projection method.

When applied to web usage mining, discovered sequential patterns can be used to

predict next web page to be visited by the user.

2.8.3 Classification

Classification is the assignment of items to predefined classes [24]. Classification is
a supervised technique which means a training set consisting of instances and their
class labels is available. Decision tree induction, neural networks, Bayesian classifiers

and support vector machines are mainly used methods.

In web usage mining, classification methods are used to assign users to predefined
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classes based on their navigations. The use of classification for web usage mining is
limited when compared with unsupervised methods. For supervised learning, a set
of preclassified instances are required and manual classification of large number of

instances is not an easy task [1].
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CHAPTER 3

MINING FREQUENT PATTERNS FROM WEBSITE
LOGS USING ONTOLOGY

In this study, web navigation information of users is integrated with the set of concepts
defining web pages. Each web page in the domain is described with some concepts in
the taxonomy based on its content. Although the boundary between content, structure
and usage mining is not so clear [11, 13], the method of this study can be classified as

the hybrid of web content and usage mining.

In this study, clustering methods are applied on web usage data to discover frequent
patterns. Given a set of sessions, sessions are clustered to find meaningful partition
with the aim of maximizing intra-cluster similarity while minimizing inter-cluster sim-
ilarity. Fach session is a sequence of web pages and each web page is represented with

a set of concepts from the taxonomy defined.

Figure 3.1 gives the overview of the method. The first step is the collection of web
server logs and preprocessing of them. In preprocessing phase, sessions are constructed
from logs and using manually defined taxonomy, each web page is mapped to a set of

concepts from the taxonomy.

After preprocessing step, a series of similarity measures are needed to cluster sessions.
To measure similarity of two session S; = (Pl(i), e ,P,(li)) and S; = (Pl(j), e ,P,S?),
the similarity among web pages of these two sessions is measured. It is the similarity
between two web pages Péi) and Pb(j ) for all pairs of @ and b such that 1 < a < n;
and 1 < b < nj. It is measured using the similarity between two sets of concepts

C’C(Li) and Clg‘j ) defining Péi) and Pb(j ), respectively. To measure similarity between sets
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of concepts similarity between concepts is required. Measures of similarity of two
concepts, measure of similarity of two web pages (two sets of concepts) are given in
following subsections 3.4 and 3.5. Method used to measure similarity between two

sessions is also given in subsection 3.6.

After definition of similarity measures, web sessions are partitioned into clusters. To
assign a new instance to one of the clusters, it can be compared with all clusters and

the closest cluster should be selected.

( . R
data preprocessing
L and session construction )
( R
ontology mapping each webpage to a set of concepts
S J
( R
semantic similarity between two concepts
. J
( R
similarity between two concept sets
. J
P
similarity between two sessions }
.
(
clustering of sessions }
.

Figure 3.1: Overview of the method

3.1 Data Preprocessing and Session Construction

To train and test our system, we use access logs of a web server. Since studying on
entire web is practically impossible, we restrict our domain to Middle East Technical
University (METU) Computer Engineering Department website!. Preprocessing steps

usually followed in web usage mining are described in Section 2.6. In this study, we

! http://www.ceng.metu.edu.tr
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usually use simple heuristics to process data which are briefly explained below.

Data Fusion Since we use only one data source for our logs, no data fusion method

is used in this study.

Data Cleaning From web logs, we remove log items that are not useful for ex-
traction of navigation patterns. We do not process multimedia files, archive files and
external documents. Therefore, we remove logs of requests to these items. To identify
these items, we use suffixes of filenames requested. Multimedia files (with extensions
.png, .jpg, .mp3, .avi, .gif, etc.), archive files (with extensions .rar, .tar, .zip,
etc) and external document files (with extensions .pdf, .doc, .ppt, etc.) are removed

from logs.

For detection and removal of logs belong to web crawlers, we use a simple heuristic.
We identify all IPs accessed to robots.txt as web crawlers and remove all access logs

belonging to these IPs from the dataset.

Page View Identification As explained in section 2.6.3, multiple files of text and
graphics can be loaded in the same view. After cleaning graphics, these text files are
combined as a page view. All page requests from a single IP address within the same
second are considered as members of the same page view. Sample from server log of
www.ceng.metu.edu.tr is given in Table 3.1. The page courses/ceng436 consists of
two frames: csToolbar.html and csMain.html. csToolbar.html has six GIF image
files and csMain.html has no image files embedded into it. When the client 1.2.3.4
requests /courses/cengd36, two HTML files and six GIF image files are requested too.
Assuming GIF image files are removed in data cleaning step, there would be three log
items with same time fields: /course/ceng436, /course/ceng436/csToolbar.html
and /course/ceng436/csMain.html. Since time fields of all three of them are same,
they are considered in the same page view. The time field of the last URL
(/courses/ceng436/lectures/index.html) is different, therefore it belongs to a dif-

ferent page view.
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Table 3.1: Sample from server access log. Only IP address, time and requested URL
fields are given. IP address is changed for privacy protection.

P time URL

1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/

1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/cengé36/csToolbar.html
1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/csMain.html

1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/img/smLogoBlack.gif
1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/img/tbChat.gif
1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/img/tbLinks.gif
1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/img/tbSyllabus.gif
1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/img/tblLectures.gif
1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/img/tbAssign.gif
1.2.3.4 [13/Feb/2011:20:09:29 +0200] /courses/ceng436/img/tbAnnoun.gif
1.2.3.4 [13/Feb/2011:20:10:27 +0200] /courses/ceng436/lectures/index.html

User Identification We apply a simple heuristic to identify users. We use IP
address and agent fields of logs together and assign two different logs to the same user

if their IP address and agent fields are same.

Session Construction For session construction, we adopt time-oriented heuristic.
We consider two consecutive visits of a user in the same session if access time difference

between them is not more than some threshold ¢. In our study we use ¢ = 30 minutes.

3.2 Building Taxonomy

In this study, instead of using the content (usually in text format) of web pages
directly, each web page is described with a set of keywords. To assess similarity of
web pages, similarity of these keywords are used. Taxonomy of keywords (concepts)
is built to model properties of these concepts and relationships among them. ISA (“is
a”) hierarchy (taxonomy) of the example computer science department ontology from
SHOE (Simple HTML Ontology Extensions) project [37]. The original ontology is

available at?. The modified taxonomy used in this study is also available at3.

2 http://www.cs.umd.edu/projects/plus/SHOE/cs.html

3 http://www.ceng.metu.edu.tr/~sefa/msthesis/ontology.dat
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Table 3.2: Some concepts from the ontology and keyword sets describing them

Concept Associated keyword sets

ResearchLaboratory {research, laboratory}

Bioinformatics {bioinformatics}

ImageProcessing {image, processing}, {pattern, recognition}
OperatingSystems {operating, system}, {process}, {thread},

{deadlock}, {memory, management }
UndergraduateStudent {undergraduate, student}
GraduateStudent {graduate, student}

3.3 Web Page to Concepts Mapping

For measure of similarity between two web pages, we map each web page to a set of
concepts in the ontology defined. Each concept in the taxonomy is associated with
some keywords. A set of concepts and keywords describing them are given in Table

3.2.

Each web page is represented as a bag of words. In other words, it is represented
as unordered collection of words. A concept is in the mapping of a web page if all
keywords in one of associated keyword sets appear in the web page. For example,
to label a web page P with concept ImageProcessing, P should contain both words

“image” and “processing”, or it should contain both “pattern” and “recognition”.

Example Let the set of concepts in Table 3.2 be all concepts that we use. The web
page P = http://www.ceng.metu.edu.tr/~tcan/ contains word “bioinformatics”,
so it is tagged with concept Bioinformatics. The web page does not contains key-
words “image” and “processing”. It contains “pattern”, but to use a concept with a
web page, it should contain all keywords in an associated keyword set. The web page
contains “pattern” but it does not contain the word “recognition”. Therefore it is not

“re_

labeled with the keyword ImageProcessing. The web page contains both words
search” and “laboratory”, so it is labeled with the concept ResearchLaboratory too.
It does not contain every word of any keyword set of other concepts. Therefore, the

web page P is mapped to set of concepts {ResearchLaboratory,Bioinformatics}.
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3.4 Measure of Similarity of Two Concepts

In this study, we map each web page to a set of concepts. To measure similarity of
two web pages (two sets of concepts), we need pairwise similarity/distance measure
for similarity /distance of two concepts. All of the used concepts are represented in a
taxonomy and taxonomic relations of concepts are used to measure similarity/distance

between them.

Several measures are described in this section. Some of them measure distance between
concepts, others measure similarity. To avoid confusion, it should be noted that small
distance means high similarity and vice versa. For agreement, all distance measures
can be converted similarity or all similarity measures can be converted to distance
measures. The similarity /distance measures given below were studied comparatively

in [38],[39].

Some definitions used in definitions of similarity /distance measures are given below.

paths(z,y): set of paths between concepts = and y in the concept hierarchy.
e [enc(p): length of path p (the number of edges that p uses).
e leny(p): length of path p (the number of nodes on path p).

e mscs(x,y): the most specific common subsumer of z and y. It is the most

specific concept in concept hierarchy that is superconcept of both x and y.
e P(x): occurrence probability of concept x in the dataset.
e (' the set of all concepts.
e rt: the concept hierarchy root.

e D: the maximum hierarchy depth of concept hierarchy tree,

D = max.cc (maxpepaths(cmt) lenn(p))

Rada et al.’s Distance [40] It is simply the length of shortest path connecting

two concepts in the concept hierarchy. Rada et al.’s distance between two concepts ¢;
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and c¢; is defined as

distrada(Ci, ¢j) = min  len(p) (3.1)
pEpaths(ci,c;)

Resnik’s Similarity [41] Resnik proposed an information-theoretic similarity mea-
sure in [41]. The similarity between two concepts is defined as the information shared
by these concepts, the information content of the most specific common subsumer.
The information content of a concept ¢ is quantified as — log p(c). Resnik’s similarity

of concepts ¢; and ¢; is defined as
SiMResnik (Ci, ¢j) = — log P(mscs(ci, ¢j)) (3.2)

If two concepts are so different, their most common subsumer concept will be more
general (i.e closer to the root concept in concept hierarchy) where the negative log-
arithm of its occurrence probability will be small, and thus their similarity will be

small.

Leacock and Chodorow’s Similarity [42] Similar to Rada et al.’s distance given
in Equation 3.1, this measure uses shortest path between concepts. The measure is
normalized with the double of the maximum hierarchy depth D. Leacock-Chodorow’s

similarity of two concepts ¢; and ¢; is

min leny(p
pEpaths(c;,c;) n( )

2D

(3.3)

simr,c(ci, ¢j) = —log

Jiang and Conrath’s Distance [43] Like Resnik’s similarity, Jiang and Conrath
have used occurrence probabilities of concepts, as well as taxonomic links between
them. They have defined the distance between two concepts as the difference between
the information content of their most common subsumer and the sum of information

content of them.

distyc(ci, cj) = 2 x log P(mscs(c;, ¢j)) — (log P(c;) + log P(c;)) (3.4)

Lin’s Similarity [44] It uses the same components with Jiang-Conrath’s distance

in Equation 3.4, but in the form of ratio. Lin’s similarity of concepts ¢; and c¢; is
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defined as

2 x log P(mscs(ci, ¢j))

stMmyin(ci, cj) = 3.5
Lin(ci: ¢)) (log P(c;) 4 log P(cy)) (3:5)
Example Consider sample concept taxonomy in Figure 3.2.
department
person course
must elective
| |
worker student ceng2l3  cengd65

undergrad graduate
faculty assistant

/\/\

professor lecturer teaching research

senkul sefa,

Figure 3.2: Sample concept taxonomy

Let ¢; = professor, ¢y = teaching assistant For each measure given above, the

distance/similarity of ¢; and ¢z is as follows.

distrada(c1,c2) = 4, (the path (professor,faculty,worker,assistant,teaching))
SiMResnik (€1, c2) = — log(p(worker)), (worker is the mscs concept)
4
simpc(c1, ca) = —log Yol (D =5, the maximum hierarchy depth)

distyc(c1, ca) = 2 x log p(worker) — (log p(professor) + log p(teaching))

2 x log P(worker)
(log P(professor) + log P(teaching))

diStLin(Cl, CQ) =
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3.5 Measure of Similarity of Two Web Pages

The similarity measures used to calculate the similarity between two web pages are
given in Section 3.5.1 below. Each web page is represented with a set of concepts and
similarity measures between pairs of concepts are used to get the degree of similarity

between two web pages.

To improve the similarity score between two web pages, the importance component
is introduced and used together with the similarity component [45]. The importance
component computes how important the similarity between two web pages and how
much it should contribute to the overall similarity between two sessions containing
these two web pages. It uses the fraction of time spent at these pages. Given two web
pages P; and P; from sessions S; and S respectively, let the similarity component be
denoted by &’ which is the similarity between two concept sets describing two web

pages P; and P;. The importance component S” is given by

"o T(Pl) T(Pj) 1/2
5= (m) " T(Sj)> (39)

where T'(P;) is the time spent on page P; and T'(.S;) is the total time spent on session

S;. The total similarity between two web pages P; € S; and P; € S; is given by

S(P,P) =8 xS (3.7)

The motivation for the importance component S” is that if two pages are semantically
close to each other but fraction of time spent on these pages are small in overall
sequences, then these two pages should not contribute to overall similarity so much.
Small T'(P;)/T(S;) means page P; is not an important element in session S;. Maybe,
user just visited page P; to access another page where page P; has a link to it. On
the other hand large value of T'(P;)/T(S;) means page P; is important in session .S;

and should be used in the measurement of similarity of two sessions S; and 5.
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3.5.1 The Similarity Component

Set similarity measures used in this study are reviewed in [39]. They compare two

sets of concepts based on concept similarity /distance measures given in Section 3.4.

Hausdorff Distance It takes only the most distant objects into account. Given

two sets of objects (i.e. concepts) A and B, Hausdorff distance is defined as

Dp(A, B) = max (I;lgj{(min{d(a, b)|b € B}), %"éaé((min{d(a, b)la € A})> (3.8)

where d(a,b) is the distance between two concepts a and b where a € A and b € B.
As pointed in [46], it is very sensitive to extreme points. Figure 3.3 shows such an

example.

Figure 3.3: According to Hausdorff distance, sets {a, b, c} and {a} are equally distant
from the set {d}.

Sum of Minimum Distances The sum of minimum distance between two sets of

objects A and B is defined as

Dyma(A, B) = % (Z (iréig d(a, b)) +> <(r££ d(a, b))) (3.9)

a€A beB

Surjection Distance [46] A relation n C A x B is a surjection from set A onto B
if Vb € B,3a € A : (a,b) € n. The surjection distance measures the distance between

two sets A and B by using surjections (n) from larger set to smaller one.

Dy(A, B) = min D dler,er) (3.10)

(e1,e2)en
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where the surjection with minimum total distance is selected over all surjections from

larger set to the smaller one.

Link Distance [46] A linking between two sets A and B is a relation R C A x B
such that Va € A, 3b € B : (a,b) € Rand Vb € B, Ja € A : (a,b) € R. In other
words, every object of set A is associated with an object in B and vice versa. The

link distance of sets A and B is defined as

Di(A, B) = min > d(a,b) (3.11)
(a,b)ER

Matchings A matching is the set of matches between elements in set A and elements
in set B such that each object in A is associated with at most one object in B
and vice versa. A maximal matching is a matching when no more associations can
be added. Assuming m"™ (A, B) are all maximal matchings between A and B, the

matching distance [47] is defined as

D,,=(A,B) = Temrglni& 5 d(r, A, B) (3.12)

Average Linkage Based Similarity The average linkage based similarity of two
sets A and B is the average of similarities of all possible pair of objects a and b from

sets A and B.

simg (A, B) = L Z Z sim(a, b) (3.13)

nan
APB A beB

where nx is the number of objects in set X.

Single Linkage Based Similarity The single linkage based similarity of two sets

A and B is the maximum similarity of any pair of objects ¢ and b from sets A and B.

simg (A, B) = . sim(a,b) (3.14)
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Table 3.3: Rada et al.’s distance of the sample of concepts.

sefa | graduate | ceng465
senkul 6 6 8
ceng213 8 6 4

Example Consider two web pages P; and P, where they are mapped to concept sets
C; = {senkul, ceng213} and Cy = {sefa, graduate, ceng465} respectively. Using

Rada et al.’s distance the distances between concepts are given in Table 3.3.

In this study, average linkage based similarity is used. First, distances are converted
to similarities. For example, the distance between concepts ceng213 and ceng465 is

4, so the similarity is 1/4. The similarity between sets C; and Cs is

sim(Cy, Co) = L Z Z sim(a, b)

naAn
ANB A beB

= s (/6 1/641/8+1/8+1/6+1/4)

= 0.166

3.6 Measure of Similarity of Two Sessions

To measure similarity between two sessions (i.e. ordered set of web pages), sequence
alignment methods were used in [5, 48, 49]. In this work, we also use well known

Needleman-Wunsch algorithm [50].

Needleman-Wunsch Algorithm Needleman-Wunsch algorithm [50] is an example
of dynamic programming. It is commonly used in bioinformatics for global alignment

of protein or nucleotide sequences.

The goodness of alignment is measured with alignment score, the sum of scores of
each pair of aligned items. Gaps can be inserted to increase alignment score, with a
determined gap penalty. As an example, let a and b be two nucleotide sequences where
a = (A, T,G,C,A), and b = (A,C,T,G, T,G). With match score S(x,z) = +4, mismatch

score S(z,y) = =2, (r # y) and gap penalty S(x,—) = —1, the score of alignment
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A-TGCA
ACTGTG

is S(A,A) + S(-,C) + S(T,T) + S(G,G) + S(C,T) + S(A,G) =4 —1+4+4—-2-2="T.

With dynamic programming approach, Needleman-Wunsch algorithm solves the prob-
lem by breaking it into subproblems. The optimal alignment of two sequence is
built by using optimal alignments of subsequences. Let a = {(ai,...,a) and b =
(b1,...,by,) be two sequences to be aligned. A matrix (two dimensional array) M of
size (m+ 1) x (n+1) is allocated for alignment scores. M (i, j) is the score of optimal
alignment of subsequences a’ = (a1,...,a;) and b’ = (by,...,b;). For each position,

M (i, j) is defined as follows

M(i,0) =d-i (3.15)

M(0,7)=d-j (3.16)
M(i—1,5)+d

M(i,j) =max{ M(i,j— 1) +d (3.17)

M(i— l,j—l)—l—S(ai,bj)

where d is the gap penalty and S(+, -) is the match/mismatch score of a pair of sequence

items. The pseudocode 3 gives steps of filling matrix M.

When matrix M is computed, M (m,n) is the score of optimal alignment of sequences
a and b. In addition to maximum score, the optimal alignment itself can be found
using matrix M. Since, we need only maximum score in our study, the algorithm to

find optimum alignment is not given here and can be found in [50].

We use Needleman-Wunsch dynamic programming algorithm to measure the similarity
between two sessions S; = (Pl,..., P") and S; = <Pj1, c P, P? is the bth visited
web page in session a and it is represented with a set of concepts from the ontology
defined. Instead of nucleotide or protein sequences, we align sequences of web pages

(i.e. sequences of concept sets). Therefore, instead of match/mismatch score, we use

concept set similarity/distance score of two web pages to calculate alignment score of
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Algorithm 3 Optimal alignment score of sequences a and b
for i = 0 — length(a) do

M(i,0) < d -
for j = 0 — length(b) do

for i =1 — length(a) do
for j =1 — length(b) do
v M@ —1,5—1)+ S(ai, b;)
vo « M(i,j—1)+d
vg < M(i—1,5)+d

M(i, j) + max(vy,v2,v3)

two items.

Finally, the optimal alignment score of two sessions is normalized with the length of

longer session [51]. The similarity score of two sessions S; and S; is defined as

) optimal alignment score of S; and S;
5 R05) = A
sim(Si; 5;) max(len(S;), len(S;)) (3-18)

3.7 Clustering

To get usage profiles, sessions are clustered [8, 2, 5|. In this study, after defining
the measure of similarity between two sessions, we apply clustering to get meaningful

partitions of user sessions too.

The most widely used method for clustering is k-means algorithm. In k-means al-
gorithm, clusters are represented with centroids. However, finding a centroid for
sequence data is difficult. In [5], in order to find cluster centroids, objects in sessions
are aggregated. Sequences are aligned and some objects are selected for centroid se-
quence at each step. A sample cluster containing 3 sequences is given in Table 3.4.
The objects in step; have suport values of o1: 66%, os: 100%, o03: 33% and o5: 33%.
With support threshold 50%, objects selected for step; of centroid sequence are og

and o3. For steps and steps, by calculating support values and selecting ones with
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Table 3.4: A sample cluster of sessions

stepy stepa steps
S1 01,02 01,02,03
Sy 02,03,05 04,05,08 01,02,03
S3 01,02 01,03

Table 3.5: Another sample cluster of sessions

step; stepa steps
S1 01,02 03,04 05,06
S 03,04 05,06
S3 07,08 01,02 03,04

support values greater than 50%, the centroid sequence for that cluster would be

{01,02} — {01703} — {01702,03}

In some cases, finding the cluster mean with this method is not easy. Consider the
sample cluster of sessions in Table 3.5. They are very similar to each other. step; and
stepsy of S7 are same with stepo and steps of S3. steps and stepg of S are identical with
step; and steps of S, However, with support threshold of 50%, the mean sequence
does not contain any object for any step, because none of objects in any step has

support greater that 50%.

3.7.1 CLUTO: a Clustering Tool

In this study, we used CLUTO clustering software [52] which is freely available*. There
are two components of the software called wvcluster and scluster which are used for
clustering in vector space and similarity space, respectively. A clustering algorithm
is applied on the set of objects with the aim of maximizing or minimizing a specific
clustering criterion function. The clustering operation is treated as an optimization of
the selected criterion function. Selected clustering method tries to optimize selected

function to make the clustering solution better iteratively.

4 http://glaros.dtc.umn.edu/gkhome/cluto/cluto/overview
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There are several algorithms available in CLUTO package [53]. They are briefly given
below. All these algorithms are greedy approaches and they make some criterion

function locally optimum at each step.

e Direct k-way clustering: is similar to traditional k¥ means clustering algo-
rithm. Like k means, it iteratively refines the clustering until no change. The

algorithm is given in Algorithm 4.

Algorithm 4 Direct k-way clustering algorithm that is implemented in CLUTO

(1) Randomly select k objects as seed objects of k clusters.

(2) Assign each object to the most similar seed objects.

(3) In a random order, assign each object to another cluster if it makes an improve-
ment for the criterion function.

(4) Recalculate the centroid of each cluster using member data points of it.

(5) Repeat step 3 until no change in clusters.

e Repeating bisections method considers entire set of objects as one cluster
at the beginning and obteions k clusters by repeating the operation of bisecting
a cluster, k — 1 times. At each step, one of the clusters is selection for bisection

such that it makes the criterion function optimum.

e Agglomerative method starts with n clusters where n is the number of ob-
jects. At each step, two clusters are merged based on a particular criterion

function. The algorithm runs until the number of clusters is k.

o Graph-based method models the set of objects using a nearest-neighbor graph
[54]. In this graph, each object is represented with a vertex and objects are
connected to their most similar objects with edges. This method splits the

graph into k clusters using a min-cut graph partitioning algorithm.

In vcluster different similarity measures can be used for clustering. They are

o (Cosine similarity,

e Kucledian distance,
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Table 3.6: Definitions of CLUTQO’s clustering criterion functions. The notation in
these functions is as follows: k is the total number of clusters, S is the total objects
to be clustered, S; is the set of objects assigned to the ith cluster, n; is the number
of objects in S;, u and v represent two objects and sim(u, v) is the similarity between
objects.

Criterion Function Optimization Function

k
7 maximizeg n; E sim(u, v)

i=1 u,VES;

k
Iy maximize E sim(u, v)

=1 \| u,veSs;

k .

Ce . Zuesi,veSSIm(uvv)

& minimize E n;

i=1 \/Zu,vesi sjm(“’ ’U)

cut(Si, S — SZ>

— Zu,veSi sim(u, v)

g1 minimize

.. I
Hq maximize —
1

.. I
Ho maximize —
1

e Correlation coefficient and

e Jaccard coefficient.

Their definitions are given in Section 2.7.2. Unlike wvcluster, scluster does not need
selection of a similarity measure since it takes input of similarity matrix between

objects to be clustered.

Several criterion functions are available to use in CLUTO. For measuring the quality
of clusters, they take separation between clusters and tightness of each cluster into

account. They are given in Table 3.6.

scluster component of CLUTO does not require cluster means, it uses the similarity
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matrix of sequences. We used criterion function Hs for clustering with repeated bisec-
tions clustering algorithm. The reason of choosing these settings is that Hy measures
both intra-cluster and inter-cluster similarity. Also, previously, these clustering algo-
rithms were compared with different criterion functions in [53, 55]. They studied these
criterion functions for clustering document datasets and they found that Hs achieved

the best overall results with the repeated bisections algorithm.
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CHAPTER 4

EXPERIMENTS

The dataset used in this study is the server logs of the web site http://www.ceng.
metu.edu.tr, the web site of Middle East Technical University, Department of Com-
puter Engineering. All accesses requested to the server are between 06 February 2011
and 18 February 2011. They were collected in Apache HTTP server combined log
format. The total size of logs is 107 MB.

Preprocessing steps explained in Section 3.1 were followed and sessions were identified
for clustering. Some access logs were removed from dataset during preprocessing

because of one of the followings reasons.

e The log item is either multimedia file, archive file or an external document which

is not useful for further processing.

e The log item belongs to a web crawler.

Initially there are 293969 access log items. After removal of logs of specific file types
and removal of logs belonging to web crawlers, the number of log items is 33690. At

the end of preprocessing, the number of unique IP addresses is 3538.

After removal of irrelevant log items, 4371 unique URLs were fetched from the server
and they were mapped to 301 concepts in the concept taxonomy. The average number
of concepts assigned to a URL is 2.87+4. The maximum number of concepts associated
with a URL is 45 and the minimum number of concepts assigned to a URL is 1. The
reason for high standard deviation (o = 4.0) is the pages that contain kind of general

information. For example, home page contains more information than an average

45



page contains, the web page of list of faculty members contains research interests of

everyone as well, so it contains several keywords which are mapped to several concepts.

The next step is session construction. Using IP address and time fields of log items,
sessions were constructed. Statistics of sessions are given in Table 4.1. The total
number of sessions is 19063. Average number of page views in a session is 1.97 + 8.67.
Average length of a session is 5.72 4+ 20.21 seconds. In addition to these statistics,
the histogram of number of pages in a session and the histogram of session length (in
seconds) are given in Figure 4.1 and Figure 4.2 respectively. For better comparison of
frequencies of number of pages, histograms in log-scale are also given in these figures.
Figure 4.1 shows that sessions usually contain small number of pages, less than 5 in
most cases. In Figure 4.2, it is seen that most sessions last less than a few seconds, like
most sessions consist of a few pages. It can be concluded that a user do not usually
spend so much time on the web site and getting useful sessions to use for getting useful

patterns is not easy.

Table 4.1: Some statistics of the dataset

number of sessions 19063
number of page views in a session 1.97 + 8.67
length of a session [in seconds] 5.72 £20.21

For the measurement of similarity between two concepts, Rada et al.’s distance was
used [40]. Rada et al.’s distance between two concepts is the length of the shortest path
connecting two concepts in the concept taxonomy. Therefore, the similarity between
two concepts is 1/d, where d is the Rada et al.’s distance between two concepts (see
3.4). In this study, Rada et al.’s distance was selected because it is simple to apply
and it is well suited to measure similarity among a set of concepts represented with a

tree.

For the similarity between two web pages, average linkage based similarity was used
(see Section 3.5). Concepts that are mapped to web pages were used. Let P, be defined
with concept set C,, P, be defined with concept set (. The similarity between P,

and P, is the average of similarities of all pairs of concepts ¢, and ¢, where ¢, € C,
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Figure 4.1: Histogram of number of pages in sessions is given in figure (a), histogram
of number of pages in sessions in log scale is given in figure (b).
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Figure 4.2: The histogram of session lengths in seconds. For easy comparison, his-
togram of session lengths in log scale is given in figure (b).
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and ¢, € Cp. In this study, we use average linkage based similarity, because it takes
all similarities of pairs of concepts into account. Also, it is the most common one used

for set similarity measurement.

Next step is to calculate similarities between two sessions. Since we incorporate the
sequence information (i.e. the order of visited web pages), sessions with length less

than 4 were removed. The total number of sessions with length at least 4 is 1126.

As explained in Section 3.6, to measure the similarity between two sessions, Needleman-
Wunsch alignment algorithm was used [50]. Similar to [5], the algorithm was run with

gap penalty 0.

For implementation, Python was used as programming language. Experiments were
run on a 2.30 GHz machine with 8 GB memory. The preprocessing step took 12
seconds. One of the longest steps is getting contents of web pages. It highly depends
on connection speed. With a computer in the same network of the web site server, it
took 19 minutes to download 4371 unique URLs. The computational complexity of
calculating all pairwise concept similarities (i.e. using Rada et al.’s distance for each
pairwise concepts) is O(dn?) where d is the depth of concept hierarchy tree and n is
the number of all concepts used to describe web pages. It took almost a minute. The
next step is to calculate pairwise session similarities. For each session, the similarity to
all other sessions were calculated. For each similarity calculation, Needleman-Wunsch
dynamic programming was run between two sessions (i.e. ordered set of pageviews
where each pageview is a set of concepts itself). After getting all measurements

between sessions, running CLUTO did take less than a few seconds.

Further analysis on the dataset were done in two parts. For the first part of the
experiments, the temporal information in sequences is not used. In other words, only
the similarity component &’ is used (see Section 3.5). After first set of experiments,
the importance component which uses time spent on each page view was introduced.
Results with and without the importance component are compared later to see the

effect of using duration information on clustering clickstream sequences.

For clustering, CLUTO clustering toolkit was used [52]. CLUTO has several different

clustering algorithms with several different criterion functions (see Section 3.7.1). In
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this study, repeated bisections was selected as clustering algorithm with Hs criterion
function (see Section 3.7.1). The reason for choosing these settings is that repeated
bisections gives better results with #Hy criterion function in the domain of document

datasets [53, 55].

Since determining k, the optimal number of clusters is not easy, CLUTO was run with
different values from k = 2 to k = 50. For each k, the inter-cluster similarity and

intra-cluster similarity values were calculated.

The best clustering is the one with maximum intra-cluster similarity and minimum
inter-cluster similarity. In this study, to evaluate clusterings we use the difference of
intra-similarity score I.S(C) and inter-similarity score ES(C) values. The evaluation

score for a clustering C, S(C) is

S(C) =IS(C) — ES(C) (4.1)

In following two subsections, experiment results with and without temporal component

(i.e. importance component) are given.

4.1 Experiments Using Only Semantic Similarity

Clustering evaluation score for different k values are given in Figure 4.3. The clustering
with the highest quality is when k£ = 20. For the rest of experiments, the clustering
at k = 20 is used.

The number of sessions in each cluster is given in Figure 4.4. The average number of
sessions is 33.4+20.7. Clusters in Figure 4.4 are ordered in decreasing I.5(C)— ES(C)
order, where IS(C') is the average similarity between the objects of cluster C' and
ES(C) is the average similarity of objects of the cluster C' and the rest of the objects
outside C. Therefore, the cluster #1 is the most tight and the most far away from
the rest of the objects in clusters with large cluster ids. The clusters with small ids

are smaller (i.e. contain less number of objects) than clusters with larger ids.
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Figure 4.3: Cluster evaluation scores (IS(C) — ES(C)) for different k values. The
maximum score is when k = 20.

The Figure 4.5 shows the average number of page views in a session for each cluster. R
statistical computing software [56] was used for box-and-whisker plots which are also
known as box plots. After removal of outliers, the horizontal line in the box shows
the median of the data. The bottom edge and top edge of the box represent the first
and third quartiles respectively. The first quartile (@Q1) of the data is the element for
which 25% of the data is less than it. Similarly the third quartile (Q3) is the element
for which 75% of the data is less than that element. The horizontal lines above and
below the box represent maximum and minimum respectively. In Figure 4.5, lengths
of sessions in the same cluster are usually small and close to each other. However,
three clusters, #4, #10 and #16 have high variance of session lengths (in number of
page views). Sizes of these clusters are relatively small when compared with other

ones, especially clusters with small variances (see Figure 4.4).
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Figure 4.4: The number of sessions in each cluster (without time-spent information)

The box plot in Figure 4.6 shows the average length of sessions (in seconds) for each
cluster. As expected, there is positive correlation between session lengths in number of
page views and session lengths in seconds. Clusters #10 and #16 have higher average
session lengths in seconds like they have higher average session lengths in number of
page views (see Figure 4.5). Although its average session length in number of page
views is larger, cluster #4 has not so large average session length in seconds. The
reason is that it contains sessions with long number of page views but duration of

these page views are small.

Table 4.2 shows most frequent concepts seen in each cluster. As expected, some
of them are general concepts which are close to the root of the concept taxonomy.

Concepts are given together with their depths in concept taxonomy tree. In addition
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Figure 4.5: The average number of page views in a session for each cluster

to that more specific concepts (with depth 3 or more) are given in bold.

4.2 Experiments Using Time-spent Information with Semantic Sim-

ilarity

In the second part of experiments, time-spent information (importance component) is
introduced to the session similarity measure (see Section 3.5). To compare results with

previous experiment results (ones without using importance component), the number
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Figure 4.6: The average session length for each cluster (without time-spent informa-
tion)

of clusters (k) is set to 20.

Figure 4.7 shows the number of sessions in each cluster. The average number of
sessions in a cluster is again 33.4, since total number of sessions and k are same
with experiments that are run without using time-spent information. However, the
standard deviation is 7.52, much less than first experiment (which is 20.7). It shows
that the clustering computed using time-spent information is more balanced, that is

items are assigned to clusters more evenly.
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Table 4.2: Most frequent concepts for each cluster (without time-spent information)

Cluster Most frequent concepts

1

10

11

12

13

14

15

16

17

18

19

20

akyuz(6), Algorithms(2), Graphics(2), ComputerGraphics(4), PL(2), Re-
search(2), ceng242(4)

Course(2), cengl40(4), PL(2), Research(2), Graphics(2), Computer-
Graphics(4), Thesis(2)

PL(2), ceng242(4), Algorithms(2), Course(2), TechnicalReport(2), Book(2),
cengl140(4), DataStructures(2), Research(2)

gokdeniz(5), Research(2), Schedule(1), Bioinformatics(2), PatternRecogni-
tion(2), AI(2), Seminar(3)

ucoluk(6), Research(2), AI(2), PL(2), Seminar(3), Kovan(4), Schedule(1),
SoftwareEng(2), Graphics(2)

Research(2), AI(2), Seminar(3), erdal(5), Schedule(1), Bioinformatics(2),
PatternRecognition(2), NewsArchive(3)

Research(2), SoftwareEng(2), Seminar(3), AI(2), Doctor(4), volkan(6),
Thesis(2), Bioinformatics(2)

Course(2), Research(2), PL(2), Book(2), AI(2), ResearchLaboratory(3),
Kovan(4), Schedule(1), SoftwareEng(2)

Schedule(1), Research(2), NewsArchive(3), Seminar(3), Magazine(3)
Course(2), GraduateCourse(3), Thesis(2)

Schedule(1),  PatternRecognition(2),  Research(2),  SoftwareEng(2),
Course(2), Bioinformatics(2), Graphics(2), AI(2), Seminar(3), Re-
searchLaboratory(3)

Research(2), Schedule(1), Seminar(3), NewsArchive(3), Magazine(3),
AI(2), PatternRecognition(2), Graphics(2), ComputerGraphics(4)
Research(2), NewsArchive(3), Schedule(l), Seminar(3), Magazine(3),
AI(2), PatternRecognition(2)

Research(2), AI(2), Seminar(3), Schedule(1), NewsArchive(3), Pattern-
Recognition(2), Course(2), SoftwareEng(2)

Research(2), Seminar(3), AI(2), Schedule(1), PatternRecognition(2),
NewsArchive(3), SoftwareEng(2)

Research(2), Seminar(3), Schedule(1), AI(2), NewsArchive(3), Maga-
zine(3), Modsim(4), Course(2), Thesis(2)

Research(2), Schedule(1), AI(2), Seminar(3), PatternRecognition(2), Re-
searchLaboratory(3), NewsArchive(3), Magazine(3)

Research(2), AI(2), Seminar(3), NewsArchive(3), Schedule(1), Softwa-
reEng(2), PatternRecognition(2), ParellelComputation(2), Student(2)
Research(2), AI(2), SoftwareEng(2), Doctor(4), Algorithms(2), NLP(2),
Kovan(4), Thesis(2), Bioinformatics(2), ResearchLaboratory(3)
Research(2), AI(2), Seminar(3), Schedule(1), NewsArchive(3), Course(2),
PatternRecognition(2), Magazine(3)

Research(2), SoftwareEng(2), AI(2), PatternRecognition(2), Course(2), The-
sis(2), Bioinformatics(2), Schedule(1)
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Figure 4.7: The number of sessions in each cluster (with time-spent information)

Figure 4.8 shows the average session length in number of page views for each cluster.
For most of the clusters, variance of number of page views in sessions in the same
cluster is low. Cluster #17 has a high median number of page views as well as
high variance. Similar to the first set of experiments, clusters in figures are ordered
in decreasing IS(C) — ES(C) order, where IS(C) and ES(C) are the internal and
external similarity of the cluster C, respectively. Therefore, cluster #17 which has

high median and variance is computed with relatively low confidence.

Figure 4.9 shows the average session length too, but in seconds. Median of session
lengths are more close to each other when compared with Figure 4.6, the result of
experiment without using time-spent information component. Like page view lengths,

cluster #17 has the highest median, which shows the correlation betwen session length
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Figure 4.8: The average number of page views in a session for each cluster (with
time-spent information)

in number of page views and the session length in seconds.

Table 4.3 shows the most frequent concepts for each cluster. Similar to the Table
4.2, most of concepts are high level concepts in the concept taxonomy. Like Table 4.2,
concepts are given with their depth in concept taxonomy. Also, more specific concepts

(with depth 3 or more) are given in bold.
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Figure 4.9: The average session length for each cluster (with time-spent information)

4.3 Recommendation Experiments

The clustering statistics and most frequent concepts given in previous sections of this
chapter are helpful to understand data. However, it is difficult to compare experi-
ment results by looking those experiment results. To evaluate the method used in
this study, accuracy of recommendation of new web pages is used. To evaluate the
similarity measure used to compute similarity between two sessions, recommendation
(prediction) experiment was performed. Let S = A — B — C — D be a session of
length 4. For recommendation experiments the last item of the session (in this case

page D) is removed from the session and it is tried to be predicted by using other
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Table 4.3: Most frequent concepts for each cluster (with time-spent information)

Cluster Most frequent concepts

1

10

11

12

13

14

15

16

17

18

19

20

Research(2), AI(2), SoftwareEng(2), PatternRecognition(2), Thesis(2), Sem-
inar(3), Schedule(1), ParellelComputation(2)

Research(2), Schedule(1), Seminar(3), NewsArchive(3), Magazine(3),
AI(2), Modsim(4), PatternRecognition(2)

Course(2), ceng242(4), PL(2), cengl40(4), Research(2), NLP(2), Algo-
rithms(2), Schedule(1)

akyuz(6), Algorithms(2), Graphics(2), ComputerGraphics(4), PL(2), Re-
search(2), Course(2), SoftwareEng(2)

Schedule(1), Research(2), Seminar(3), NewsArchive(3), Magazine(3),
AI(2), Graphics(2), ComputerGraphics(4)

Research(2), Bioinformatics(2), AI(2),Seminar(3), Schedule(1), Thesis(2),
Modsim(4), Graphics(2)

Research(2), AI(2), SoftwareEng(2), Thesis(2), PatternRecognition(2), Algo-
rithms(2), Graphics(2), Seminar(3)

Research(2), AI(2), Schedule(1), Seminar(3), NewsArchive(3), Maga-
zine(3), PatternRecognition(2), NLP(2)

Research(2), Course(2), Seminar(3), NewsArchive(3), Schedule(1), AI(2),
GraduateCourse(3), SoftwareEng(2)

Schedule(1), Research(2), Seminar(3), NewsArchive(3), Magazine(3),
Modsim(4), AI(2), PatternRecognition(2)

Schedule(1), Research(2), NewsArchive(3), Seminar(3), Magazine(3),
AI(2), PatternRecognition(2), NLP(2)

Research(2), AI(2), SoftwareEng(2), PatternRecognition(2), Kovan(4),
ComputerGraphics(4), ParellelComputation(2), Graphics(2)

Research(2), Schedule(1), Seminar(3), NewsArchive(3), AI(2), Course(2),
GraduateCourse(3), erdal(5)

Research(2), PatternRecognition(2), AI(2), NLP(2), Seminar(3), Softwa-
reEng(2), Bioinformatics(2), Graphics(2)

Course(2), Student(2), Research(2), AI(2), SoftwareEng(2), PL(2), Graph-
ics(2), ComputerGraphics(4)

Research(2), Kovan(4), AI(2), ResearchLaboratory(3), Schedule(1),
Seminar(3), NewsArchive(3), Magazine(3)

Schedule(1), Research(2), PatternRecognition(2), AI(2), Seminar(3), Re-
searchLaboratory(3), Kovan(4), NLP(2)

Research(2), Course(2), SoftwareEng(2), AI(2), Kovan(4), ResearchLabo-
ratory(3), Graphics(2), ComputerGraphics(4)

Schedule(1), Research(2), Seminar(3), NewsArchive(3), SoftwareEng(2),
Thesis(2), AI(2), Course(2)

Research(2), AI(2), Graphics(2), Seminar(3), ComputerGraphics(4),
Schedule(1), SoftwareEng(2), Bioinformatics(2)
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sessions in the dataset. To compare session S’ = A — B — C with other sessions in
the dataset, the similarity measures with/without time information are used. At the
end, if page D is in the set of recommendations, the recommendation is considered as

accurate, otherwise not accurate.

For recommendation experiment, 5-fold cross validation was used. The dataset (the
set of sessions of length at least 4) was divided into 5 equal partitions. Each turn, one
of these partitions is used for testing and the rest (four-fifth) of the dataset is used
for training. The experiment was repeated 5 times and different one of the partitions
was used for testing each time. At the end, each session in the dataset was used for

testing only once.

For recommendation, k-nearest neighbor algorithm was used. Given a test session S,
the last URL in S is removed for prediction. k sessions from training set that are
most close to S (without last URL) are selected and the last URL of S is tried to be

predicted based on these k nearest neighbor sessions.

Example LetS =A— B — C— D be the test session. The last item of it is removed
from the session to be used for recommendation, so S’ = A — B — C is mapped to
concept set sequence and k most-similar sessions are selected from the training set.
Let k = 2 and the closest sequences be S =A —+B —+E —+Fand So=A—C—D. S
is aligned with S and Sy separately. The alignment of S’ and S; is

A—-B—=C

A—-B—E—F
The next web page of S’ is predicted as page F. The alignment of S’ and S5 is

A—-B—C

A—-—C—D

The next web page of S’ is predicted as page D. Therefore, the set of predictions as
the next web page pf S” is {F,D}. Since the real next web page is D is in prediction

set, the recommendation is considered as accurate.

The session similarity measure used in this study was compared with similarity mea-

sure looking URLs to assess similarity. According to this measure, the similarity
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between two web pages is 1.0 if their URLs are same, 0.0 otherwise. This similarity
measure (called URL-equality measure from this point) was compared with our sim-
ilarity measures which use URL mapping to concept tree and Rada et al.’s distance

with and without time-spent information.

For different k£ values recommendation accuracies are given in Figure 4.10. Recom-
mendation accuracy is the ratio of correct predictions to the sum of correct and false
predictions. expl is results by using URL-equality similarity measure. For smaller &k
values, the recommendation accuracy is very low and around 0.1. For larger k values,
the recommendation accuracy increases to 0.2, since the number of recommendations
is k and it is more likely to predict next web page true with more predictions. The
line exp2 shows results of experiments by using our similarity measure without using
time-spent information. It is much more accurate than URL-equality similarity. For
k = 10, the prediction accuracy is around 65%. The last line, exp3 shows results
of experiments using our similarity measure with using time-spent information. The
results are very close to results of similarity measure without time-spent information.

For k = 10, similarity with time-spent gives better results.

To find out whether performance differences of similarity measures are significant or
not, t-test was performed. k& = 10 is selected for t-test. Each experiment was run
50 times. First, URL-equality measure was compared with our similarity measure
without time-spent information. p = 2.49E~ 7 suggests that means of recommenda-
tion accuracies of these two similarity measures are significantly different. Second,
the effect of using time-spent information was analyzed. Our similarity measures with
and without using time-spent information were compared and p-value was 0.525 which
shows that they are not significantly different. Means and standard deviations of pre-
diction accuracies are given in Table 4.4. t-test results show that the experiments
of our similarity measure have more accuracy than URL-equality measure. However,

using time-spent information does not increase or decrease performance significantly.
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Figure 4.10: Prediction accuracy rates for different similarity measures. expl is the
URL-equality similarity measure. exp2 and exp3 are results of our similarity measures
without and with using time-spent information, respectively.

Table 4.4: Means and standard deviations of prediction accuracies of three different
similarity measures

similarity measure mean stdev
URL-equality 0.09564 0.0243
without time-spent info  0.6347  0.04002
with time-spent info 0.64003 0.042
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CHAPTER 5

CONCLUSION AND FUTURE WORK

In this study, session clustering and recommendation systems are presented. Using raw
dataset of web page access logs, sessions of users are constructed and each web page on
these sessions are mapped to set of concepts. Two different kinds of similarity measures
are used: Rada et al.’s distance to measure the similarity between two concepts,
and average set similarity to measure the similarity between two sets of concepts.
Using these similarity measures, Needleman-Wunsch dynamic programming algorithm
is used to measure similarity between two sessions, which is used for clustering of

sessions.

Computed clusters represent groups of sessions of users with similar contents. These
clusters can be used to understand the behavior of users. They can be used for

recommendation of new pages to users during the web site navigation.

In Section 3.4, several semantic similarity measures are given. There are studies in the
literature evaluating semantic similarity measures [39]. Most of them use the Gene
Ontology® which describes genes and their products, or WordNet® which is a large
lexical database of English. Applying different semantic similarity measures to web
usage mining domain and experimental analysis and comparison of these measures is

the future work of this study.

Another future work is the comparison of set similarity measures in web usage mining
domain. In this study, usually web pages are represented with a set of concepts, not

only one concept. Different measures for similarity of concept sets are given in Section

® http://www.geneontology.org
6 http://wordnet.princeton.edu
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3.5. In this study, only one of them is used, which is average set similarity. Experiment
analysis and comparison of different set similarity measures is one another future work

of this study.

The introduction of time-spent information to web page similarity measure is analyzed.
The component that uses time-spent is based on the proportion of time spent at the
web page to total session time. In other words, if measuring the similarity between

pages P4 and Pg where P4 € S4 and Pp € Sp,

o if time-spent on P4 is not significant in total time of session Sy, or

e if time-spent on Pp is very small when compared the time spent in whole session

SB7

the contribution of similarity (P4,Pp) to similarity of sessions S4 and Sp is decreased.
The exact definition of time-spent component is given in (3.7). This aspect of time-
spent information does not look for the similarity of the amount of time spent between
P4 and Pg. Another time component can be introduced such that the contribution
of the similarity between P4 and Pp should be amplified if the time spent on P4 and

Pp are close to each other.

Instead of using one clustering method, by choosing different combinations of se-
mantic similarity measure, set similarity measure and clustering algorithm, different
clusterings can be computed. To improve the quality of these clusterings, different

partitionings of sessions by different experiment setups can be combined [57].

Another improvement is possible on preprocessing step. Better preprocessing heuris-
tics can be selected to improve data quality which improves clustering and recommen-
dation of the system. Path completion step can be introduced to make paths of web
pages complete which are not due to caching mechanisms implemented in browsers or

Proxy servers.

In this study, before mapping of each web page to a set of concepts, some keywords
are used to describe each concept. These keywords are searched in the web page and
if necessary keywords are in the web page, the page is labeled with that concept.

Keywords for each concept are selected manually. Another possible future work is to
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select these keywords automatically. In this study, 301 concepts are used. By selecting
keywords and creating ontology automatically, much more concepts can be used to

describe the domain with more specifically.
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APPENDIX A

COMPUTER SCIENCE DEPARTMENT TAXONOMY

The concept taxonomy used in this study is given below with associated keywords. Due
to lack of space, some repeating parts are replaced with “...” The full taxonomy can
be found at”. Each indentation level represents the depth of concepts in the taxonomy.
The root of the tree is the concept called Thing which is not shown here. For example,
the depth of concept Person is 1, depth of Worker is 2 and the depth of tcan is 6.

Sets of words next to each concept represent keywords associated with that concept.

For details, see Section 3.3.

Person
Worker
Faculty
Professor (#Professor)
AssistantProfessor (#Assistant*Professor)
akyuz (#0guzxAkyuz) (#Ahmet #0guz #Akyuz)

tcan (#Tolga*Can)

erol (#Erol*Sahin)

karagoz (#Pinar*Karagoz) (#Pinar*Senkul)
AssociateProfessor (#AssociatexProfessor) (#Assoc.*Prof)

alpaslan (#Ferda #Alpaslan)

bozsahin (#Cem*Bozsahin)

isler (#Veysix*Isler)
oguztuzn (#Halit*Oguztuzun)

FullProfessor (#Full #Professor)

" http://www.ceng.metu.edu.tr/~sefa/msthesis/ontology.dat
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volkan (#VolkanxAtalay)

toroslu (#Ismail*Toroslu)
yalabik (#Nesex*Yalabik)
Lecturer (#Lecturer)
PostDoc
Doctor (#phd) (#doctorate)

birturk (#Aysenur*Birturk)

faruk (#Faruk #Tokdemir)
Assistant (#assistant)
ResearchAssistant (#research #assistant)
TeachingAssistant (#teaching #assistant)
okan (#0kan #Akalin)

rusen (#Rusen #Aktas)

alan (#0zgurx*Alan)
bugra (#BugraxOzkan)

Student (#student)
UndergraduateStudent (#undergraduate #student)
GraduateStudent (#graduate #student)

Publication (#publication)

Article (#article)

JournalArticle (#journal #article)
ConferencePaper (#conference #paper)

Book (#book)

Manual (#manual)

Periodical
Journal (#journal)

Magazine (#magazine)

Proceedings (#proceeding)

Specification (#specification)

TechnicalReport (#technical #report)

Thesis (#thesis)

DoctoralThesis (#doctoral #thesis)
MastersThesis (#master #thesis)

UnofficialPublication (#unofficial #publication)
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Work
Course (#course)

MustCourse (#must #course)
cengl00 (#cengx100)
cenglll (#cengx111)
cengl40 (#cengx140)

ceng491 (#cengx491)
cengd92 (#ceng*492)
TechnicalElectiveCourse (#technical #elective)
ceng210 (#ceng*210)
ceng220 (#ceng*220)

cengd98 (#ceng*498)
ServiceCourse (#service #course)

ceng200 (#cengx200)

ceng494 (#cengx494)
GraduateCourse (#graduate #course)

cengb00 (#cengx500)

MSCENGwoThesisCourse
cengb08_2

ceng714_2
MSSEwoThesisCourse

sed48

se706
Research (#research)

Researchlaboratory (#research #lab) (#research #laboratory)
BioinformaticsLab (#bioinformatics #lab) (#bioinformatics #laboratory)
MultimediaDatabase (#multimedia #database #research)

ImageProcessing (#image #processing #lab) (#pattern #recognition #lab)
ISL (#intelligent #system #lab) (#intelligent #system #laboratory)
Kovan (#robotics #lab) (#robot #lab) (#robotics #laboratory)

LCSL (#computational #studies #language) (#computational #study #language)
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ParallelProcessing (#parallel*processing)
ResearchGroup (#research*group)
ComputerGraphics (#graphics) (#visualization)
DataMining (#data*mining)
EvolutionaryComputing (#evolutionary)
GridComputing (#grid*computing) (#grid #compute)
ResearchAssociatedCenter (#research*center)
Modsim (#modeling #simulation)
SRDC
Schedule (#schedule)
Resources (#resource)
ComputingServices (#computing*service)
Documents
StudentDocuments (#student #doc) (#student #documents)
StaffDocuments (#private #staff #doc) (#private #document) (#staff #document)
NewsArchive (#news #archive) (#anouncement)
Seminar (#seminar)
CSTopic
DataStructures (#stack #queue) (#treexstructure) (#hash) (#data*structure)
Algorithms (#sorting #algorithm) (#search #algorithm) (#graph #algorithm)
DiscreteMath (#proposition) (#predicate #logic) (#set #theory) (#induction)
TheoryComp (#theory #computation) (#automata) (#pushdown)
PL (#programming*language) (#functionalxlanguage) (#object #oriented)
0S (#operating*system) (#process #thread) (#deadlock)
Digital (#circuit #digital) (#register #memory) (#arithmetic #logic #unit)...
AT (#artificial*intelligence) (#heuristic #algorithm)
Graphics (#computer #graphics) (#geometry #transformation) (#render #graphics)
NLP (#natural*language) (#natural #language #processing) (#morphology)
Database (#database #management #system) (#relational*algebra) (#sql)
SoftwareEng (#software #engineering) (#project #management)
PatternRecognition (#pattern #recognition) (#pattern #classification) (#bayes)
ParellelComputation (#parallel #computing) (#parallel #computation)

Bioinformatics (#bioinformatics) (#microarray) (#sequencexalignment)
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