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Preface 

Ten years ago Bill Gale of AT&T Bell Laboratories was primary organizer of the first 
Workshop on Artificial Intelligence and Statistics. In the early days of the Workshop series 
it seemed clear that researchers in AI and statistics had common interests, though with 
different emphases, goals, and vocabularies. In learning and model selection, for example, 
a historical goal of AI to build autonomous agents probably contributed to a focus on 
parameter-free learning systems, which relied little on an external analyst's assumptions 
about the data. This seemed at odds with statistical strategy, which stemmed from a view 
that model selection methods were tools to augment, not replace, the abilities of a human 
analyst. Thus, statisticians have traditionally spent considerably more time exploiting 
prior information of the environment to model data and exploratory data analysis methods 
tailored to their assumptions. In statistics, special emphasis is placed on model checking, 
making extensive use of residual analysis, because all models are 'wrong', but some are 
better than others. It is increasingly recognized that AI researchers and/or AI programs 
can exploit the same kind of statistical strategies to good effect. 

Often AI researchers and statisticians emphasized different aspects of what in retrospect 
we might now regard as the same overriding tasks. For example, those in AI exploited 
computer processing to a great extent and explored a wide variety of search control strate
gies, while many in statistics focused on principled measures for evaluating the merits of 
varying models and states, often in computationally-limited circumstances. There were 
numerous other differences in the traditional research biases of AI and statistics, such as 
interests in deductive versus inductive inference. These differences in goals, methodology, 
and vocabulary fostered a healthy tension that fueled debate, and contributed to excite
ment and exchange of ideas among participants of the early AI and Statistics Workshops. 

This volume contains a subset of papers presented at the Fifth International Workshop on 
Artificial Intelligence and Statistics, which was held at Ft. Lauderdale, Florida in January 
1995. The primary theme of the Fifth Workshop was 'Learning from Data', but a variety 
of areas at the interface of AI and statistics were represented at the Workshop and in 
this volume. The Fifth workshop saw some of the same kind of tension and excitement 
that characterized earlier workshops, with one participant confiding that this was the 
first time that he/she had felt 'intimidated' in presenting a paper. However, there has 
also been noticeable growth, with researchers from AI and statistics becoming aware of 
and exploiting research in the other field. In some cases, such as Causality and Graphical 
Models, the papers of this volume suggest that a dichotomy between AI and statistics 
is artificial. In cases such as Learning, researchers might still be reasonably described as 
falling into the statistics or AI camps, but there is heightened awareness of commonalities 
across the disciplines. 

As we have noted, a variety of research areas are represented in this volume. This variety 
contributed to a minor dilemma for the editors, since many contributions fell into more 
than one subject category. In some cases, such as Natural Language Processing (NLP), 
a categorization was fairly easy. While all of the NLP papers could be viewed as learn
ing from data, the application of statistical methods in NLP is currently attracting the 
enthusiastic attention of researchers in both AI and statistics - a trend that we want to 
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highlight. In other cases, we have compromised in our classification, but the process of 
classifying the contributions, to say nothing of the paper selection process, led to some 
insights about the difference in meaning and emphases that probably remain in AI and 
statistics. We suspect, for example, that those in AI probably ascribe a more general 
meaning to the term 'Exploratory Data Analysis'. 

We were both pleased to have helped organize the Fifth Workshop on Artificial Intelligence 
and Statistics; the excitement that we felt from the exchange of ideas made it worth the 
effort. We also extend our thanks to a several groups. Foremost, we thank the authors 
- those represented in this volume and the Workshop proceedings of preliminary papers. 
The program committee, which reviewed initial submissions to the Workshop, contributed 
mightily to the quality and vibrancy of the Workshop. We gratefully acknowledge the 
sponsorship of the Society for Artificial Intelligence and Statistics for covering initial costs, 
and the International Association for Statistical Computing for promulgating information 
about the Workshop. Finally, on this, the ten-year anniversary of the AI and Statistics 
Workshop series, we thank Bill Gale and his colleagues for their foresight in organizing 
the first workshop. 

Doug Fisher, Vanderbilt University, USA 
Hans-J. Lenz, Free University of Berlin, Germany 
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