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Foreword

Traditionally, scientific fields have defined boundaries, and scientists work
on research problems within those boundaries. However, from time to time
those boundaries get shifted or blurred to evolve new fields. For instance, the
original goal of computer vision was to understand a single image of a scene,
by identifying objects, their structure, and spatial arrangements. This has been
referred to as image understanding. Recently, computer vision has gradually
been making the transition away from understanding single images to analyz
ing image sequences, or video understanding. Video understanding deals with
understanding of video sequences, e.g., recognition of gestures, activities, fa
cial expressions, etc. The main shift in the classic paradigm has been from the
recognition of static objects in the scene to motion-based recognition of actions
and events. Video understanding has overlapping research problems with other
fields, therefore blurring the fixed boundaries.
Computer graphics, image processing, and video databases have obvious

overlap with computer vision. The main goal of computer graphics is to gener
ate and animate realistic looking images, and videos. Researchers in computer
graphics are increasingly employing techniques from computer vision to gen
erate the synthetic imagery. A good example of this is image-based rendering
and modeling techniques, in which geometry, appearance, and lighting is de
rived from real images using computer vision techniques. Here the shift is
from synthesis to analysis followed by synthesis. Image processing has always
overlapped with computer vision because they both inherently work directly
with images. One view is to consider image processing as low-level computer
vision, which processes images, and video for later analysis by high-level com
puter vision techniques. Databases have traditionally contained text, and nu
merical data. However, due to the current availability of video in digital form,
more and more databases are containing video as content. Consequently, re
searchers in databases are increasingly applying computer vision techniques
to analyze the video before indexing. This is essentially analysis followed by
indexing.
Due to the emerging MPEG-4, and MPEG-7 standards, there is a further

overlap in research for computer vision, computer graphics, image processing,
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and databases. In a typical model-based coding for MPEG-4, video is first
analyzed to estimate local and global motion then the video is synthesized us
ing the estimated parameters. Based on the difference between the real video
and synthesized video, the model parameters are updated and finally coded for
transmission. This is essentially analysis followed by synthesis, followed by
model update, and followed by coding. Thus, in order to solve research prob
lems in the context of the MPEG-4 codec, researchers from different video
computing fields will need to collaborate. Similarly, MPEG-7 will bring to
gether researchers from databases, and computer vision to specify a standard
set of descriptors that can be used to describe various types of multimedia
information. Computer vision researchers need to develop techniques to auto
matically compute those descriptors from video, so that database researchers
can use them for indexing.
Due to the overlap of these different areas, it is meaningful to treat video

computing as one entity, which covers the parts of computer vision, computer
graphics, image processing, and databases that are related to video. This inter
national series on Video Computing will provide a forum for the dissemination
of innovative research results in video computing, and will bring together a
community of researchers, who are interested in several different aspects of
video.

Mubarak Shah
University of Central Florida

Orlando
January 20, 2002



Preface

In recent years, video has become ubiquitous in daily life. The VCR has
become one of the most widely used appliances, typically for recording tele
vision programs. Compact video cameras for home use are also very com
mon. Although it has become easier to record video with such technologies,
however, editing video can still be difficult or tedious for the average person
(despite the development of editing software tools for the personal computer).
As a result, VCR and video camera users may amass large quantities of raw,
unedited footage that is seldom watched, because segments of interest to the
user cannot be easily accessed. In another application, video cameras are also
commonly used for surveillance of offices, shops, and homes, but these video
streams may require continuous monitoring by security personnel, thus con
suming valuable human resources and being prone to lapses of attention by the
human observer. These examples suggest that there is a need for automatic
analysis of the content of video footage (for example, to facilitate editing, re
trieval, or monitoring). Such automation, ideally in real-time, would reduce
the burden on the user and broaden the possible applications of video.
To pursue such goals, it is useful to take approaches from the field of Com

puter Vision, one of the most active areas of computer science, that devel
ops algorithms to automatically analyze images acquired by cameras. Recent
technical developments have enabled computer vision to deal with video se
quences. Such computer vision based video analysis technologies will likely
be utilized for a variety of applications, such as telecommunication, video com
pression, surveillance and security, advanced video games, indexing and re
trieval of multimedia database systems, producing digital cinema, and editing
video libraries.
This book focuses on humans as the subjects of video sequences. This

focus is a natural consequence of the immensely important and meaningful role
images of people play in daily life. Technically, video sequences of humans
are a challenging target for computer vision algorithms, due to the following
reasons.

• Multiple people can be in a scene at once.
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• Each person may be moving.

• The human body is a 3D, non-rigid, deformable, articulated object. There
fore,

- In a video segment a person may be in various postures, each with
a dramatically different appearance.

- Occlusions could occur. (e.g., when one body part hides another)

• Gesture and activities could vary each time they are performed, even if
the subject intends to repeat the same gesture or activity.

To tackle these issues, many technologies in computer vision are needed,
such as tracking, silhouette extraction, contour analysis, shape analysis, 3D
reconstruction, posture estimation, and pattern recognition. Many researchers
in computer vision have been attracted to these challenging problems and have
been studying human image analysis. As a result of the effort made by some of
the leading researchers in this area, the IEEE (Institute of Electrical and Elec
tronics Engineers) International Conference on Face and Gesture Recognition
is held every two years. This and other major computer vision conferences
provide forums for presenting papers and holding discussions with researchers
in this field. Thus, human image analysis is an active area in computer vision
research.
It is impossible to describe all work relevant to human image analysis in this

book. Therefore, we concentrate on multiple human tracking, body posture es
timation, and behavior recognition. We hope that this book will be useful to
our readers (some of whom may be considering or may have already under
taken related projects) and will accelerate the progress in the research areas we
discuss.

JUN OHYA
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