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This book is dedicated to you, the reader!

Nothing is more impossible than to write

a book that wins every reader’s approval.

—Miguel de Cervantes



Preface

It is virtually certain that a reader of this book is both a computer user and an Internet
user, and thus the owner of digital data. More and more people all over the world
generate, use, own, and enjoy digital data. Digital data is created (by a word processor,
a digital camera, a scanner, an audio A/D converter, or other devices), it is edited
on a computer, stored (either temporarily, in memory, less temporarily, on a disk, or
permanently, on an optical medium), transmitted between computers (on the Internet
or in a local-area network), and output (printed, watched, or played, depending on its
type).

These steps often apply mathematical methods to modify the representation of the
original digital data, because of three factors, time/space limitations, reliability (data
robustness), and security (data privacy). These are discussed in some detail here:

The first factor is time/space limitations. It takes time to transfer even a single
byte either inside the computer (between the processor and memory) or outside it over
a communications channel. It also takes space to store data, and digital images, video,
and audio files tend to be large. Time, as we know, is money. Space, either in memory
or on our disks, doesn’t come free either. More space, in terms of bigger disks and
memories, is becoming available all the time, but it remains finite. Thus, decreasing the
size of data files saves time, space, and money—three important resources. The process
of reducing the size of a data file is popularly referred to as data compression, although
its formal name is source coding (coding done at the source of the data, before it is
stored or transmitted).

In addition to being a useful concept, the idea of saving space and time by com-
pression is ingrained in us humans, as illustrated by (1) the rapid development of nan-
otechnology and (2) the quotation at the end of this Preface.

The second factor is reliability. We often experience noisy telephone conversations
(with both cell and landline telephones) because of electrical interference. In general,
any type of data, digital or analog, sent over any kind of communications channel may
become corrupted as a result of channel noise. When the bits of a data file are sent
over a computer bus, a telephone line, a dedicated communications line, or a satellite
connection, errors may creep in and corrupt bits. Watching a high-resolution color image
or a long video, we may not be able to tell when a few pixels have wrong colors, but other
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types of data require absolute reliability. Examples are an executable computer program,
a legal text document, a medical X-ray image, and genetic information. Change one bit
in the executable code of a program, and the program will not run, or worse, it may run
and do the wrong thing. Change or omit one word in a contract and it may reverse its
meaning. Reliability is therefore important and is achieved by means of error-control
codes. The formal name of this mathematical discipline is channel coding, because these
codes are employed when information is transmitted on a communications channel.

The third factor that affects the storage and transmission of data is security. Gener-
ally, we do not want our data transmissions to be intercepted, copied, and read on their
way. Even data saved on a disk may be sensitive and should be hidden from prying eyes.
This is why digital data can be encrypted with modern, strong encryption algorithms
that depend on long, randomly-selected keys. Anyone who doesn’t possess the key and
wants access to the data may have to resort to a long, tedious process of either trying
to break the encryption (by analyzing patterns found in the encrypted file) or trying
every possible key. Encryption is especially important for diplomatic communications,
messages that deal with money, or data sent by members of secret organizations. A
close relative of data encryption is the field of data hiding (steganography). A data file
A (a payload) that consists of bits may be hidden in a larger data file B (a cover) by
taking advantage of “holes” in B that are the result of redundancies in the way data is
represented in B.

Overview and goals

This book is devoted to the first of these factors, namely data compression. It
explains why data can be compressed, it outlines the principles of the various approaches
to compressing data, and it describes several compression algorithms, some of which are
general, while others are designed for a specific type of data.

The goal of the book is to introduce the reader to the chief approaches, methods,
and techniques that are currently employed to compress data. The main aim is to start
with a clear overview of the principles behind this field, to complement this view with
several examples of important compression algorithms, and to present this material to
the reader in a coherent manner.

Organization and features

The book is organized in two parts, basic concepts and advanced techniques. The
first part consists of the first three chapters. They discuss the basic approaches to data
compression and describe a few popular techniques and methods that are commonly
used to compress data. Chapter 1 introduces the reader to the important concepts of
variable-length codes, prefix codes, statistical distributions, run-length encoding, dictio-
nary compression, transforms, and quantization. Chapter 2 is devoted to the important
Huffman algorithm and codes, and Chapter 3 describes some of the many dictionary-
based compression methods.

The second part of this book is concerned with advanced techniques. The original
and unusual technique of arithmetic coding is the topic of Chapter 4. Chapter 5 is
devoted to image compression. It starts with the chief approaches to the compression of
images, explains orthogonal transforms, and discusses the JPEG algorithm, perhaps the
best example of the use of these transforms. The second part of this chapter is concerned
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with subband transforms and presents the WSQ method for fingerprint compression as
an example of the application of these sophisticated transforms. Chapter 6 is devoted
to the compression of audio data and in particular to the technique of linear predic-
tion. Finally, other approaches to compression—such as the Burrows–Wheeler method,
symbol ranking, and SCSU and BOCU-1—are given their due in Chapter 7.

The many exercises sprinkled throughout the text serve two purposes, they illumi-
nate subtle points that may seem insignificant to readers and encourage readers to test
their knowledge by performing computations and obtaining numerical results.

Other aids to learning are a prelude at the beginning of each chapter and various
intermezzi where interesting topics, related to the main theme, are examined. In addi-
tion, a short summary and self-assessment exercises follow each chapter. The glossary
at the end of the book is comprehensive, and the index is detailed, to allow a reader to
easily locate all the points in the text where a given topic, subject, or term appear.

Other features that liven up the text are puzzles (indicated by , with answers at
the end of the book) and various boxes with quotations or with biographical information
on relevant persons.

Target audience

This book was written with undergraduate students in mind as the chief readership.
In general, however, it is aimed at those who have a basic knowledge of computer science;
who know something about programming and data structures; who feel comfortable with
terms such as bit, mega, ASCII, file, I/O, and binary search; and who want to know how
data is compressed. The necessary mathematical background is minimal and is limited
to logarithms, matrices, polynomials, calculus, and the concept of probability. This
book is not intended as a guide to software implementors and has few programs.

The book’s web site, with an errata list, BibTEX information, and auxiliary material,
is part of the author’s web site, located at http://www.ecs.csun.edu/~dsalomon/.
Any errors found, comments, and suggestions should be directed to dsalomon@csun.edu.
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To see a world in a grain of sand

And a heaven in a wild flower,

Hold infinity in the palm of your hand

And eternity in an hour.

—William Blake, Auguries of Innocence
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The content of most textbooks is perishable, but the

tools of self-directness serve one well over time.

—Albert Bandura




