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Abstract. Crowdsourcing is widely used nowadays in machine learn-
ing for data labeling. Although in the traditional case annotators are
asked to provide a single label for each instance, novel approaches allow
annotators, in case of doubt, to choose a subset of labels as a way to
extract more information from them. In both the traditional and these
novel approaches, the reliability of the labelers can be modeled based
on the collections of labels that they provide. In this paper, we propose
an Expectation-Maximization-based method for crowdsourced data with
candidate sets. Iteratively the likelihood of the parameters that model
the reliability of the labelers is maximized, while the ground truth is
estimated. The experimental results suggest that the proposed method
performs better than the baseline aggregation schemes in terms of esti-
mated accuracy.
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1 Introduction

Nowadays, due to the ever-increasing use of the Internet, there is a huge amount
of data available. Among the machine learning community, the use of crowd-
sourcing has become popular as a means of gathering labels at a relatively low
cost. In the crowdsourcing context, crowd labeling is the process of getting
noisy labels for the instances in the training set from a set of various non-expert
annotators (or labelers) A. In this sense, an annotator a € A can be seen
as a classifier which provides labels with a certain amount of noise. In the tra-
ditional crowdsourcing scenario, referred to as full labeling throughout this
paper, every annotator is asked to select a single label for each instance.

Crowd learning consists of learning a classifier from a dataset with crowd-
sourced labels. A straightforward approach would separate this learning task into
two stages: (i) label aggregation (to determine the ground truth label of each
instance of the training set) and (ii) learning (to learn a model using the aggre-
gated labels and standard supervised classification techniques). In this paper,
we assume this approach for crowd learning and focus on its first stage.
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Probably the most popular aggregation technique is majority voting (MV),
which labels every instance with the label that most annotators have selected.
In weighted voting [11], the vote of each annotator is weighted according to
their reliability. Many aggregation methods that also model the reliability of
annotators were derived from the expectation-maximization (EM) strategy [6],
which was first applied to crowdsourcing by Dawid and Skene [5], and has been
widely used since then [14,17, 4,18, 12,20]. An extensive review of different label
aggregation and crowd learning techniques can be found in [19].

In crowd learning, annotators are usually assumed to be non-experts. In this
scenario, it may seem reasonable to consider a more relaxed request than to force
them to provide a single label. Some approaches are more flexible with labelers
by allowing annotators to (i) express how sure they are about the provided
labels [9, 15], or (ii) state that they do not know the answer [7, 16, 21]. Recently,
candidate labeling [2], inspired by weak supervision [10], allows annotators to
select a subset of labels, called the candidate set, instead of just one. It has
been shown that this type of labeling can extract more information from labelers
than full labeling, especially with few annotators or difficult instances. It could
also lead to faster and/or less costly labeling [1].

In social sciences, a similar problem has been extensively studied under the
name of approval voting (AV) [3,8,13]. Without ground truth, the objective
is to identify popular (approved) options. When a single option needs to be
selected, aggregation is usually carried out as follows (using machine learning
terminology): Given an instance x, the label included in most candidate sets is
chosen. This approach is used as a baseline for comparison in this paper.

In this paper, an EM-based technique is proposed to aggregate the candidate
labels of crowdsourcedly annotated examples. Firstly, the candidate labeling
framework is set. In Section 3, annotator modeling is explained, and maximum
likelihood estimates for the parameters are provided. Next, the proposal is pre-
sented and its performance is discussed in Section 5 based on experiments with
synthesized data. Finally, conclusions are drawn and future work is discussed.

2 Candidate labeling

This work deals with multi-class classification problems, where each instance
of the training set belongs to one of r > 2 possible classes. Two types of ran-
dom variables are considered: (i) the features X, that take values in the space
Qx, and (ii) the class variable C, which takes r distinct values in the space
Qc ={1,...,r}. We assume that the multidimensional random variable (X, C)
is distributed according to an (unknown) probability distribution p(X, C). In this
work it is assumed that there is a single ground truth label for each unlabeled
instance z, denoted by ¢,. A crowd learning problem with candidate labeling [2]
is also considered. In this scenario, for each instance = in the training set, each
annotator a € A provides a candidate set, denoted by L% C Q.

We focus on estimating the ground truth for an unlabeled dataset D given the
candidate sets provided by the labelers. The goal is to maximize the estimated
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accuracy (or, for the sake of brevity, accuracy) function:

acce( \D| Z x)) (1)

z€D

where ¢ is a classifier, i.e., a function that maps Qx into Q¢, and 1(b) is a
function which returns 1 if the condition b is true and 0 otherwise.

For estimating the ground truth using data with candidate sets, the candidate
voting (CV) function [2] is defined, given an instance x and the set of candidate
sets L, = {L%}qca gathered for it, as follows,

w(L,) = argmax w,(c), (2)

C

where
(ce LY)
)= 5 2 ®)

is the candidate voting estimate. CV can be understood as a weighted voting
function where the weights depend on the sizes of the provided candidate sets.
It works as a generalization of the MV strategy from the full labeling to the
candidate labeling context. It can be easily observed that CV behaves as MV
when annotations are obtained by means of full labeling.

As the trustworthiness of the labelers is not homogeneous, having information
about their reliability can be of great advantage to aggregate the labels that they
provide. In the next section, a model of the annotators based on their reliability is
proposed and the maximum likelihood estimates of its parameters are obtained.

3 Modeling annotators and maximum likelihood estimate

In order to aggregate the candidate sets gathered through candidate labeling,
the contribution of each labeler can be weighted according to their reliability. In
this section, a model for the behavior of annotators is described, with parameters
that control their reliability and the way the candidate sets are generated. Then,
the maximum likelihood estimates are inferred for those parameters. Finally, a
procedure for estimating the labels is presented.

In the presented framework, the candidate set L% is assumed to be generated
by asking annotator a one question of the kind “Do you consider that the given
instance x might belong to class ¢?” for each ¢ € Q¢. Let a? denote the proba-
bility that annotator a includes label ¢ in the candidate set for instances which
really belong to class c. Let us also define 8¢ as the probability that annotator
a includes any label ¢ # ¢ (¢ € Q¢) in the candidate set when annotating
instances which really belong to class ¢. Note that we assume that, given an
instance of a certain class, the rest of class labels have the same probability of
being mistakenly selected. The parameters a? and 3¢ provide us insights into
the behavior of annotator a when labeling instances that really belong to class c.
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Assuming the process of generation of the candidate sets described above,
the likelihood of the parameters given a candidate set L is:
Pr(Lyle, B,c,) = (ag, ) =<5 - (1 - ag ) 7HEe et

Cx Cx

. (331)@:\—1(%@2) (11— 5gI)T—ILZI+1(czeL$)’ (4)
where the set of probabilities for annotators of selecting the (unknown) correct
label ¢, is o = {a%}ueca,ceae and the set of probabilities for annotators of
selecting each incorrect label is 8 = {£¢}4ca,ceqc-

Assuming that annotators provide the candidate sets independently and that
all instances are i.i.d. according to p(X,C), the likelihood given a dataset D
where each instance is annotated with a set of candidate sets is:

Pr({Ls}zeple, B) = [ [ PrLéle. B, c.) (5)
z€D acA

From this expression, the maximum likelihood estimates of both alpha and
the beta parameters are:

40 — erD 1(c, = c)1(c € LY) (©)
¢ ZggeD ]l(cl‘ = C)
o _ Suepler =) (LEl-1(c € Ig))
5(: - (7)
7Y pep L(ce = ¢)

The estimate &2, given by maximum likelihood, is the number of instances of
class ¢ for which annotator a included class label ¢ in the candidate set over the
total number of instances of class ¢. On the other hand, the estimate Bg, given
by maximum likelihood, is the number of mistaken class labels that annotator
a included in the candidate sets of all the instances of class ¢ over the whole set
of possible class labels for the total number of instances of class c.

The estimates in Equations (6) and (7) can be computed when the true
class labels are known for all instances. Conversely, if the true labels are not
known, they can be estimated by means of the a and B parameters. Using
Bayes’ Theorem, it follows that:

P?“(C|,Cx, a7ﬂ) X PT(C) : PT(£z|a7/67 C) (8)
Using Eq. (4) for the case that ¢, = ¢ and estimating the marginal probability

as Pr(c) = W, Equation (8) can be rewritten as:

zep Lca=c a\1(ceL® a\1—1(ceL?
Pr(c\ﬁx,a,ﬁ) o % . HaeA ((ac)ﬂ( €Ly) . (1— ac) (ceL®)

(Bo)|EI-(eEL) (1 — 53)r—|L\+n(ceLz>) (9)

In this way, the probability that a given instance = belongs to each possible
class label can be computed by means of the parameters o and 3, and the
candidate sets. This probability distribution could be considered as an estimate
for the ground truth. In practice, neither the true labels nor the values of the
parameters a and 3 are known. A method based on the EM strategy [6] that
estimates all of them jointly is proposed.
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4 EM-based method for candidate labeling aggregation

The EM strategy attempts to gather maximum likelihood estimates when there
is missing data. Two steps are iterated: (i) Expectation (E-step), where the
expected values of the missing data are computed using the current parameter
estimates and (ii) Maximization (M-step), where the parameters are updated
with the new maximum likelihood estimates given the current expected data.
This method is guaranteed to converge to a local maximum.

In the crowdsourcing context, the true class labels of the training instances
are the missing data. Our method is based on the Dawid-Skene approach [5],
which is implemented as follows: First, an initial estimate of the ground truth
labels is obtained. After that, the method consists of two steps: (i) M-step: The
parameters that model the reliability of the annotators are updated with esti-
mates that maximize or, at least, improve the likelihood achieved in the previous
E-step; and (ii) E-step: Given an estimate of the parameters, the expected val-
ues of the ground truth labels are obtained for every instance, given the expected
labels. The M and E steps are carried out iteratively until convergence.

Our proposal is an adaptation of this strategy to the candidate labeling sce-
nario. Firstly, let us define g(c|x) as the estimate of the probability Pr(c|L., a, 3)
described in Eq. (8), that is, the probability that 2 belongs to class c. In equations
(4), (6) and (7), the g(c|x) estimates can substitute the expression 1(¢, = ¢),
switching from two discrete values (0 or 1) to any possible value in the continuous
interval [0, 1]. Note that the true label ¢, is unknown and this modification al-
lows this approach to work with the probabilistic estimates of the ground truth.
Our method works in the following way:

After a first step where the estimates g(c|x) are initialized for all z € D and
c € Q¢, the M and E steps of the proposed method are as follows:

— M-step. For every a € A and ¢ € Q¢, the estimates &% and Bg are computed
given ¢ by means of Equations (6) and (7), using the estimates ¢(c|x) instead
of I(cy = c).

— E-step. For every x € D and ¢ € Q¢, Equation (9) is used to compute the
probability distributions ¢(c|z) given &2 and Bf As in the E-step, the terms
1(c, = ¢) are substituted by the previous estimates g(c|x).

In the next section, the performance of the previously described method is
tested using artificial data.

5 Experiments

In this section, the performance of the presented method is evaluated in different
scenarios. In order to have insights into its performance: (i) the accuracy is
computed for different scenarios, varying the numbers of annotators, classes,
and instances, and the values of the @ and 3 parameters, (ii) the method is
compared with candidate voting [2], approval voting [3] and the privileged
aggregation (where all & and 3 parameters are known), and (iii) the evolution
is observed through each iteration of the method.
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5.1 Experimental setting

To the best of our knowledge, there is not any publicly available dataset for
crowd learning with candidate labeling. Thus, artificial data has been used as a
means of obtaining experimental results. Simulated data is also useful to control
the settings and explore different scenarios.

In order to generate different situations, the following experimental param-
eters are set to different values: number of instances (n), number of annotators
(m), number of classes (r), minimum and maximum values of the a parameters
(a and @) and minimum and maximum 3 parameters (3 and ). The parameters
« and 3 have both been fixed to 0.5, so that there always can be annotators of
minimum expertise and adversarial annotators are not generated.

The method itself has two additional parameters:

1Bin =B

(it—1)

< 4 or < 4,

— The convergence threshold §. If w

(it—1)
where ;) (B(it)) is the mean value of a(yy) (B(;)) at iteration it, it is
considered that the EM has converged. It has been set to § = 0.05.

— The smoothing parameter . There are two factors that lead to undesirable
results, such as the likelihood equal to 0: (i) There is a large number of
parameters to be estimated (2 -m - r) and there is not always sufficient
information, and (ii) sometimes, the parameter estimates can get close to 0
or to 1, leading to error. An additive smoothing is used for the &2 estimates:

o _ VT 2 eep (e = 0)1(c € LY)

a

¢ 2943 ep llee =¢)

(10)

In this way, all possible values are reached at least once, that is, there is at
least one instance of class ¢ such that ¢ € LS and another instance of class
¢ such that ¢ € LZ. In these experiments, Equation (10) is used instead of
Equation (6) with v = 1.

Datasets are simulated as follows: The ground truth class labels are dis-
tributed uniformly among all instances, that is, there are 7 instances belonging
to each class. Next, the a and B parameters are generated. In order to have
annotators with different types of knowledge, a maximum (@) value of o and
a minimum value for 3 (8) are set. All the parameters are sampled uniformly
from the intervals [0.5,@] and [3,0.5]. By means of the a and B8 parameters,
candidate sets are generated following the interpretation explained at the begin-
ning of Section 3. That is, given an instance that belongs to class ¢, annotator a
includes class ¢ in the candidate set with probability a? and each of the classes
¢ # c with probability 57.

Once the candidate sets are generated, 4 different schemes are used to ag-
gregate them: (i) our EM-based method, (ii) CV (Eq. (2)), (ili) AV and (iv)
privileged aggregation (PA). The PA is obtained by computing the estimate
from Eq. (9), using the original parameters and the ground truth class labels.
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As mentioned above, EM is ensured to converge to a local maximum, so
various initializations should be carried out to achieve desirable results. In order
to obtain different initializations from the same candidate sets, we initialize the
estimates ¢(c|z) for each instance x in the following way: First, the candidate
voting estimates w(c) (Eq. (3)) are computed for all ¢ € Q¢, using an additive
smoothing of L for each one. The ¢(-|z) are normalized so that 0 < g(c[z) < 1 and
> ceqae 4(clr) = 1. Next, to initialize ¢(-|z), a Dirichlet distribution with hyper-
parameters r - wy(c1), ..., 7 - wi(c,) is sampled: ¢(-|x) ~ Dir(r - wy(c1),...,7 -
we(cr)).

30 initializations are carried out and the values of the final ¢(c|x) estimates
that maximize the likelihood are used to infer the labels: each instance x takes
the class label ¢ that maximizes g(c|x). The process is repeated 30 times and
the expected accuracy is approximated by computing the mean of the obtained
accuracy estimates.

5.2 Experimental results

Experiments with artificial data have been performed, varying a number of pa-
rameters to compare our method and previous approaches in different scenarios.

Except for the graphics where their evolution is examined, standard values
have been chosen for the parameters. The number of annotators varies from 4 to
10, although it is fixed to its standard value (m = 7) in different experiments. The
numbers of instances used are n = {100,400}. In the case n = 100, r = {5, 10}
class labels are considered, and in the case n = 400, » = {10,20} class labels
are considered. Regarding the expertise of annotators, two scenarios have been
studied: (i) 8 = 0.3 and @ = 0.7, where the average expertise is low, and (ii)
B =0and @ = 1, where the expertise of the annotators ranges from minimum to
maximum values. Due to space limitations, only the results of a representative
subset of experiments are shown in this paper.

+— EM,n =100
+ CV,n =100
PA, n =100

=—a AV, 2 =100
¢ -6 EM, n =400
* CV,n=400
PA, n =400

=-m AV, 0 =400

accuracy

4 5 6 8 9 10 4 5 6 8 9 10

7 7
no. of annotators no. of annotators

(a) r=10, @=0.7, 3=0.3 b)r=10,a=1, =0

Fig. 1. Graphical description of the accuracy obtained by annotations simulated with
different numbers of annotators.
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Fig. 2. Graphical description of the accuracy obtained by annotations simulated with
different numbers of instances and classes.
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Fig. 3. Graphical description of the log-likelihood and the accuracy obtained through-
out different iterations, with r = 10.

In Figures 1 and 2, the accuracy of the presented method (EM) is compared
to that of the CV, the AV and the PA, in scenarios where the number of anno-
tators (m, Fig 1), the number of instances (n, Fig 2a) and the number of classes
(r, Fig 2b) are varied. The experimental results suggest that, in general, EM
outperforms CV and AV in terms of the accuracy (Eq. (1)). The accuracies are
similar only in the case where the average expertise is low and the number of
classes is high with respect to the number of instances (see Figure 2 with 8 = 0.3
and @ = 0.7). Moreover, in the case that f = 0 and @ = 1 (Fig 1b), the pro-
posed method reaches the accuracy of the PA. In other words, in the presence
of annotators that are experts in a subset of classes, our EM-based strategy can
reach the highest possible accuracy. Note as well that the accuracy of the EM
approach decreases at a smoother pace than that of CV or AV as the number of
annotators is reduced.

As can be seen in Figure 2a, the number of instances (n) does not seem to
affect the differences between the accuracies of the different methods, when it
ranges between 100 and 400 (Fig 2a). On the other hand, the number of classes
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(r) has a negative effect on the accuracy of all the methods (Fig 2b). The only
exception is that when the expertise of the annotators ranges from minimum
to maximum values (Fig 2b, @ = 1, 8 = 0), our EM approach outperforms the
baselines. B

The evolution of the log-likelihood and the accuracy in each iteration of the
EM can be seen in Figure 3. In Figure 3b, the accuracy in iteration number 0
is the one reached using the initial ¢ estimates. As could be expected, generally,
the log-likelihood increases monotonically and remains stable after some point
(Fig 3a). The accuracy increases in the first iterations as well, and then remains
stable in most cases (Fig 3b), but decreases in one case (n = 100, @ = 0.7, § =
0.3). This decline may be due to overfitting, since scarce data (each annotator
labels 100 instances) is used to estimate many parameters (20 per annotator).

To sum up, according to the experiments, EM seems to outperform CV and
AV in most scenarios, especially when the expertise of the annotators is varied.
In favorable settings, EM can reach a high accuracy - as if the real o and 8
parameters were known (PA).

6 Conclusions and future work

In this work, a crowd learning problem is approached with candidate label-
ing. A model for the reliability of the annotators is proposed. An EM-based
method is presented, as an extension to the traditional methods for aggregating
crowdsourced labels into the candidate labeling scenario. Experimental results
obtained with artificial data suggest that the presented method has an enhanced
performance, in terms of estimated accuracy, compared with the baseline meth-
ods. Particularly, it stands out when few annotators are available and when they
show different levels of expertise.

For future work, more realistic data could be used, not following the assump-
tion that, given an instance of a certain class, the rest of labels can be selected
with the same probability. Also, a real-world dataset with candidate sets could
be gathered in order to test the presented method, as well as other aggregation
and learning schemes. The presented method could also be refined by reducing
the number of parameters or, similar to [14], learning a classification model from
data as the crowd-modeling parameters are estimated.
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