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Abstract. Early detection and segmentation of skin lesions is crucial for
timely diagnosis and treatment, necessary to improve the survival rate
of patients. However, manual delineation is time consuming and subject
to intra- and inter-observer variations among dermatologists. This un-
derlines the need for an accurate and automatic approach to skin lesion
segmentation. To tackle this issue, we propose a multi-task convolutional
neural network (CNN) based, joint detection and segmentation frame-
work, designed to initially localize the lesion and subsequently, segment
it. A ‘Faster region-based convolutional neural network’ (Faster-RCNN)
which comprises a region proposal network (RPN), is used to generate
bounding boxes/region proposals, for lesion localization in each image.
The proposed regions are subsequently refined using a softmax classifier
and a bounding-box regressor. The refined bounding boxes are finally
cropped and segmented using ‘SkinNet’, a modified version of U-Net.
We trained and evaluated the performance of our network, using the
ISBI 2017 challenge and the PH2 datasets, and compared it with the
state-of-the-art, using the official test data released as part of the chal-
lenge for the former. Our approach outperformed others in terms of Dice
coefficients (> 0.93), Jaccard index (> 0.88), accuracy (> 0.96) and
sensitivity (> 0.95), across five-fold cross validation experiments.

1 Introduction

Recent trends indicate a growing number of skin cancer diagnoses worldwide,
each year. In 2016, approximately 80,000 new cases of skin cancer were expected
to be diagnosed, with 10,000 melanoma related deaths (the most aggressive form
of skin cancer), in the USA alone [1]. Clinical screening and diagnosis typically
involve examination by an expert dermatologist, followed by histopathological
analysis of biopsies. These steps however, invariably suffer from high inter-rater
and inter-center variability, and studies have shown that patient survival rates
improve to over 95%, following early detection and diagnosis of melanomas. To
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reduce variability in the screening process, computer-aided-diagnosis (CAD) sys-
tems, which enable automatic detection, lesion segmentation and classification
of dermoscopic images, in a manner robust to variability in image quality and
lesion appearance, are essential.

Segmentation is an essential initial step, for CAD of skin lesions [2] and
melanoma in particular. This is because melanoma is typically diagnosed based
on the ‘ABCD’ criterion, which takes into account the shape-characteristics of
lesions (such as diameter, asymmetry, border irregularity, etc.), together with
appearance, or the ‘seven-point checklist’ [3]. Consequently, the quality of the
initial segmentation is crucial to the subsequent evaluation of diagnostic metrics
such as border irregularity and lesion diameter. Several deep learning-based ap-
proaches have been proposed, for skin lesion segmentation in recent years, for
example - a multi-task CNN was formulated in [4], which simultaneously tackled
lesion segmentation and two independent binary classification tasks; the winners
of the ISBI 2016 skin lesion segmentation challenge [5], employed a fully convo-
lutional residual network (FCRN), with more than 50 layers for segmentation
and integrated it within a 2-stage framework for melanoma classification; and
in [6], a multi-modal, multi-task CNN was designed, for the classification of the
seven-point melanoma checklist criteria, and skin lesion diagnosis.

We proposed a CNN-based segmentation framework called ‘SkinNet’ [7] re-
cently, to segment skin lesions in dermoscopic images automatically. The pro-
posed CNN architecture was a modified version of the U-Net [8]. SkinNet em-
ploys dilated convolutions in the lowest layer of the encoder-branch, to provide
a more global context for the features extracted in the image. Additionally, the
model replaced the conventional convolution layers in both the encoder and de-
coder branches of U-Net, with dense convolution blocks, to better incorporate
multi-scale image information.

In this paper, we propose a novel two-stage approach for skin lesion detection
and segmentation where we first localize the lesion, and subsequently segment
it. The recently developed ‘faster region-based convolutional neural network’
(Faster-RCNN) [9], a form of multi-task learning, is utilized for lesion localiza-
tion. For each image, a number of bounding-boxes are initially generated by a
region proposal network (RPN). Subsequently, each proposed region is jointly
classified (as containing the object of interest or not) and refined using a soft-
max classifier, and a bounding-box regressor. Following refinement, the detected
regions are cropped and segmented using SkinNet.

2 Methods

A fully automatic CAD system for analyzing dermoscopic images, must first be
able to accurately localize, and segment the lesion, prior to classifying it into
its sub-types. The framework devised in this study for skin lesion segmentation
comprises, an initial localization step, using a network designed for object de-
tection, followed by segmentation using a modified U-Net. The overall network
was trained using the ISBI 2017 challenge (training) dataset [10].
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Fig. 1. Faster-RCNN architecture: Top left box represents the base network, box on the
right represents the region proposal network (RPN) and the bottom left box represents
the RCNN.

A network similar to the original Faster-RCNN was constructed for the initial
task of lesion localization. The network’s main components are summarized in
Fig. 1. These include: a) shared convolution layers (henceforth referred to as
the base network) to extract both low- and high-level features from the input
image; b) a region proposal network (RPN)[9], which predicts anchor boxes
and the probability that the predicted box contains a lesion; and (c) a region-
based convolution network (RCNN) which refines the regions of interest (ROIs)
generated in the preceding RPN step, by predicting the class (lesion present
vs absent), and bounding box coordinates. Following localization, and selection
of the refined regions, lesions were segmented within the estimated bounding
boxes, using SkinNet. Henceforth, we refer to the combined localization and
segmentation framework proposed in this study as, Faster-RCNN+SkinNet.

The base network: In order to extract discriminative features within the
shared layers, we employed the pre-trained (on ImageNet) ResNet50 residual
network [11]. The network was split into two parts, the first comprising the
initial 87 layers was used as the base network, and the remaining layers were
used for classification and regression in the final RCNN (refer to Fig. 1). The 87
layers were chosen based on experiments wherein, the number of layers of the
base network were varied. Each trial was evaluated in terms of the Intersection-
over-Union (IoU) of the bounding boxes predicted by the Faster-RCNN for each
image, with respect to their ground truths, resulting in the chosen configuration.

Region proposal network: Following feature extraction, nine anchor boxes
of various scales and aspect ratios were generated, centered on distinct, non-
overlapping 3×3 patches of the feature map obtained from the base network, for
each image. These anchors were generated at scales of [128, 256, 512], and aspect
ratios of [1 : 1, 1 : 2, 2 : 1]. The RPN was designed to predict the coordinates
of these anchors for all patches, and their probability of containing a lesion.
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The similarity between the anchor boxes and the ground truth bounding boxes
(generated using the training masks provided) was measured using IoU, and used
to create references used by the RPN (as synthetic ground truths) to predict
the probability of the anchors containing a lesion. These anchor boxes were
labeled as positive, negative or neutral, based on IoU thresholds of 0.7 and 0.4,
respectively. We ensured that the ground truth bounding boxes each had at
least one corresponding positive anchor box, and if not, the neutral anchor box
with the highest IoU was labeled positive. The RPN was implemented as a set of
convolution layers, where each anchor box was first convolved with a 3×3 kernel,
and subsequently, with five 1 × 1 kernels, resulting in five feature maps. Each
of these feature maps in turn represent the coordinates of each anchor box, and
its probability of containing a lesion. This process was repeated nine times, for
each of the nine types of anchor boxes we considered, resulting in 9 × 5 feature
maps that were predicted per image.

Classification and bounding box regression: Classification of each re-
gion proposed by the RPN required feature maps of fixed sizes, as input to
the RCNN. These were generated using region of interest (ROI) pooling. Dur-
ing ROI pooling, each feature map from the RPN was cropped and resized to
14 × 14 × 1024 via bilinear interpolation. Next, max pooling with a 2 × 2 ker-
nel was used, resulting in a final 7 × 7 × 1024 feature map for each proposal.
Finally, we used the remaining layers of the ResNet50 architecture (excluded
in the base network), implemented as time-distributed layers, for the RCNN.
Time-distributed convolution layers were used to avoid iterative classification
and regression training and to accommodate the varied number of regions pro-
posed per image, by the RPN. The RCNN subsequently classifies each proposal
as lesion/non-lesion, and adjusts the bounding box coordinates to fit the lesion
completely. Non-Maximum suppression with a threshold of 0.5 was used as a
final step, to remove redundant bounding boxes.

Skin lesion segmentation: The final set of ROIs estimated for each image,
using the Faster-RCNN based localization network, are subsequently, used as
inputs for segmentation, by SkinNet [7] which we proposed in our recent studies.
This segmentation network was designed to incorporate both local and global in-
formation, beneficial for any segmentation task. In segmentation networks such
as the U-Net, the lowest level of the network connecting the encoder and decoder
branches, has a small receptive field, which prevents the network from extracting
features that capture non-local image information. We addressed this issue by
using dilated convolution layers in the lowest part of the network. The encoded
features are convolved with successively increasing dilation rates, which in turn,
successively increases the size of the receptive field. The encoder and decoder
branches of SkinNet each comprise, three down- and up-sampling dense convo-
lution blocks. These blocks incorporate multi-scale information through the use
of dense convolution layers, where, the input to every layer is a concatenation
of output feature maps, from all preceding convolution layers.

Losses: The losses used for RPN and RCNN classification are cross-entropy,
and categorical cross-entropy, respectively. Mean squared error (MSE) was used
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Fig. 2. Some examples of detected lesions and their respective IoU scores. The green
and red bounding boxes represent the ground truth and predicted boxes, respectively.

as the regression loss in both the RPN and the RCNN. The ground truth for the
bounding box regression was generated manually using the binary masks pro-
vided in the training dataset, for the ISBI 2017 challenge [10]. Many traditional
segmentation networks employ cross-entropy [8] as a loss function. However, due
to the small size of the lesion in dermoscopy images, cross-entropy is biased to-
wards the background of the image. Consequently, for SkinNet, we used a dice

coefficient loss function ζ(y, ŷ) = ζ(y, ŷ) = 1−
∑

k

∑
n
ynkŷnk∑

n
ynk+

∑
n
ŷnk

. The dice loss

was chosen as experimental evidence suggested that it is less affected by class
imbalances. Here, ŷnk denotes the output of the model, where n represents the
pixels and k the classes (i.e. background vs. lesion). The ground truth masks are
one-hot encoded and denoted by ynk. We take one minus the dice coefficient in
order to constrain the loss to zero.

Training procedure: A four-step training process for each batch was used
in our approach. In the first step, we trained the RPN for a batch, generating
numerous region proposals. Subsequently, the classification and bounding box
regression branches of the RCNN were trained for the same batch. During both
these steps, the weights of the base network were also fine tuned to enable the
network to learn task specific features. Next, the weights of the base network
were frozen and the RPN was fine tuned, to predict the anchor boxes. Finally, the
classification and regression branches of the RCNN were also fine tuned, once
again keeping the weights of the base network fixed. The proposed detection
method was trained for 100 epochs, using the Adam optimizer with a learning
rate of 0.001. The model achieved an accuracy of 95.0% on the validation set
(20% of the training set) and 94.0% on the test set (10% of the training set)
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Table 1. Distribution of the ISBI 2017 challenge and PH2 datasets.

Dataset Training Data Validation Data Test Data Total

ISBI2017 2000 150 600 2750
PH2 - - 200 200

Table 2. The segmentation accuracy results for different methods on ISBI 2017 chal-
lenge test data.

Datasets Methods AC DC JI SE SP

ISBI2017

Yuan et. al. [13] 0.934 0.849 0.765 0.825 0.975
SLSDeep [14] 0.936 0.878 0.782 0.816 0.983
NCARG [15] 0.953 0.904 0.832 0.975 0.888
FrCN [16] 0.956 0.896 0.813 0.890 0.974
SkinNet 0.932 0.851 0.767 0.930 0.905
Faster-
RCNN+SkinNet

0.968 0.934 0.880 0.971 0.913

FrCN [16] 0.952 0.914 0.841 0.945 0.955

PH2
Faster-
RCNN+SkinNet

0.964 0.946 0.899 0.952 0.925

respectively, for an overlap threshold of 0.9. Example outputs of lesion detection
on test data are depicted in Fig 2, which clearly highlight the high detection
accuracy of the proposed approach.

3 Results and Discussion

Datasets: In order to evaluate the performance of our approach, we trained and
tested it on two well-known public datasets, namely, the ISBI 2017 challenge
dataset [10] and the PH2 [12] dataset. The former includes 2000 dermoscopic
images and their corresponding lesion masks. These images are of various di-
mensions ranging from 1022 × 767 to 6688 × 4439. In addition to the training
set, the organizers also provided a validation set comprising 150 images, and
an additional test set with 600 images for final evaluation. The PH2 dataset
contains 200 images, each 786 × 560 in size, and acquired at a magnification
of 20×. We used these images purely as unseen data, to test the ability of our
framework to generalize to images obtained from a different database. All images
were resized to 512×512×3. The number of images from both datasets used for
training, validation and testing, are summarized in Table 1.

Evaluation Metrics: We used the metrics employed in the ISBI 2017 chal-
lenge, to evaluate segmentation performance, namely, Specificity(SP), Sensitiv-
ity(SE), Jaccard index(JI), Dice coefficient(DC) and Accuracy(AC), across five-
fold cross validation experiments. Table 1 summarizes segmentation accuracy,
evaluated using each of these metrics, for SkinNet and Faster-RCNN+SkinNet,
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Fig. 3. Segmentation outputs using SkinNet and Faster-RCNN+SkinNet for different
lesion sizes. The blue rectangle represents the detected bounding box. The green con-
tour represents the ground truth segmentation, while the red and yellow represent the
outputs of Faster-RCNN+SkinNet and SkinNet, respectively.

on the ISBI 2017 test set and the PH2 data set. It also compares the achieved
results with the state-of-the-art, which were trained and tested on the same data.
For the ISBI 2017 test data, Faster-RCNN+SkinNet outperformed SkinNet and
all other methods in terms of AC, DC, JI and SE. In particular, it achieved an
average DC and JI score of 93.4% and 88%, respectively, which is significantly
higher than all other methods. Visual assessment of the segmentation accu-
racy of Faster-RCNN+SkinNet relative to SkinNet, depicted in Fig.3, confirms
the superiority of the former relative to the latter. Furthermore, for the PH2
dataset, our method once again outperformed a state-of-the-art approach [16],
in terms of AC, DC, JI and SE, highlighting its ability to generalize to images
acquired from other databases. These results and comparisons, clearly outline
the improvement in segmentation accuracy achieved by the proposed approach,
relative to the state-of-the-art, and by extension, the benefit of formulating a
multi-task learning approach, for skin lesion segmentation.

4 Conclusion

The multi-task framework proposed in this study for joint lesion localization and
segmentation, significantly outperformed the state-of-the-art, on two public test
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data sets. The results outline the significant benefits of object localization and
multi-task learning, as auxiliaries to segmentation tasks. The proposed frame-
work thus shows promise for the automatic analysis of skin lesions in dermoscopic
images, for improved diagnosis and clinical decision support.
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