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Abstract. Image captioning is a multimodal task involving computer
vision and natural language processing, where the goal is to learn a map-
ping from the image to its natural language description. In general, the
mapping function is learned from a training set of image-caption pairs.
However, for some language, large scale image-caption paired corpus
might not be available. We present an approach to this unpaired im-
age captioning problem by language pivoting. Our method can effectively
capture the characteristics of an image captioner from the pivot language
(Chinese) and align it to the target language (English) using another
pivot-target (Chinese-English) sentence parallel corpus. We evaluate our
method on two image-to-English benchmark datasets: MSCOCO and
Flickr30K. Quantitative comparisons against several baseline approaches
demonstrate the effectiveness of our method.
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1 Introduction

Recent several years have witnessed unprecedented advancements in automatic
image caption generation. This progress can be attributed (i) to the invention
of novel deep learning framework that learns to generate natural language de-
scriptions of images in an end-to-end fashion, and (ii) to the availability of large
annotated corpora of images paired with captions such as MSCOCO [32] to train
these models. The dominant methods are based on an encoder-decoder frame-
work, which uses a deep convolutional neural network (CNN) to encode the image
into a feature vector, and then use a recurrent neural network (RNN) to generate
the caption from the encoded vector [31, 37, 29, 47]. More recently, approaches
of using attention mechanisms and reinforcement learning have dominated the
MSCOCO captioning leaderboard [2, 42, 20].

Despite the impressive results achieved by the deep learning framework, one
performance bottleneck is the availability of large paired datasets because neu-
ral image captioning models are generally annotation-hungry requiring a large
amount of annotated image-caption pairs to achieve effective results [21]. How-
ever, in many applications and languages, such large-scale annotations are not
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readily available, and are expensive and slow to acquire. In these scenarios,
unsupervised methods that can generate captions from unpaired data or semi-
supervised methods that can exploit paired annotations from other domains or
languages are highly desirable [6]. In this paper, we pursue the later research
avenue, where we assume that we have access to image-caption paired instances
in one language (Chinese), and our goal is to transfer this knowledge to a target
language (English) for which we do not have such image-caption paired datasets.
We also assume that we have access to a separate source-target (Chinese-English)
parallel corpus to help us with the transformation. In other words, we wish to
use the source language (Chinese) as a pivot language to bridge the gap between
an input image and a caption in the target language (English).

The concept of using a pivot language as an intermediary language has been
studied previously in machine translation (MT) to translate between a resource-
rich language and a resource-scarce language [50, 45, 27, 8]. The translation task
in this strategy is performed in two steps. A source-to-pivot MT system first
translates a source sentence into the pivot language, which is in turn translated
to the target language using a pivot-to-target MT system. Although related,
image captioning with the help of a pivot language is fundamentally different
from MT, since it involves putting together two different tasks – captioning and
translation. In addition, the pivot-based pipelined approach to MT suffers from
two major problems when it comes to image captioning. First, the conventional
pivot-based MT methods assume that the datasets for source-to-pivot and pivot-
to-target translations come from the same (or similar) domain(s) with similar
styles and word distributions. However, as it comes to image captioning, cap-
tions in the pivot language (Chinese) and sentences in the (Chinese-English)
parallel corpus are quite different in styles and word distributions. For instance,
MSCOCO captioning dataset mostly consists of images of a large scene with
object instances (nouns), whereas language parallel corpora are more generic.
Second, the errors made in the source-to-pivot translation get propagated to the
pivot-to-target translation module in the pipelined approach.

In this paper, we present an approach that can effectively capture the charac-
teristics of an image captioner from the source language and align it to the target
language using another source-target parallel corpus. More specifically, our pivot-
based image captioning framework comprises an image captioner image-to-pivot,
an encoder-decoder model that learns to describe images in the pivot language,
and a pivot-to-target translation model, another encoder-decoder model that
translates the sentence in pivot language to the target language, and these two
models are trained on two separate datasets. We tackle the variations in writ-
ing styles and word distributions in the two datasets by adapting the language
translation model to the captioning task. This is achieved by adapting both the
encoder and the decoder of the pivot-to-target translation model. In particular,
we regularize the word embeddings of the encoder (of pivot language) and the
decoder (of target language) models to make them similar to image captions.
We also introduce a joint training algorithm to connect the two models and
enable them to interact with each other during training. We use AIC-ICC [51]
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and AIC-MT [51] as the training datasets and two datasets (MSCOCO and
Flickr30K [40]) as the validation datasets. The results show that our approach
yields substantial gains over the baseline methods on the validation datasets.

2 Background

2.1 Image Caption Generation

Image caption generation is a fundamental problem of automatically generating
natural language descriptions of images. Motivated by the recent advances in
deep neural networks [22, 15] and the release of large scale datasets [32, 40, 51],
many studies [48, 17, 37, 52, 24, 26, 56, 20, 19, 54] have used neural networks to
generate image descriptions. Inspired by the success of encoder-decoder frame-
work for neural machine translation (NMT) [11, 2], many researchers have pro-
posed to use such a framework for image caption generation [47, 37]. One rep-
resentative work in this direction is the method proposed by Vinyals et al [47].
They encode the image with a CNN and use a Long Short-TermMemory (LSTM)
network as the decoder, and the decoder is trained to maximize the log-likelihood
estimation of the target captions. After that, many approaches have been pro-
posed to improve such encoder-decoder framework. One of the most commonly
used approaches is the attention mechanism [53, 20]. Xu et al [53] use the atten-
tion mechanisms to incorporate the spatial attention on convolutional features
of an image into decoder. Another improvement is to leverage the high-level
visual attributes to enhance the sentence decoder [56, 55, 33]. Recently, Gu et
al [21] propose a CNN-based image captioning model, which can explore both
long-term and temporal information in word sequences for caption generation.

Exposure bias and loss-evaluation mismatch have been the major problems
in sequence prediction tasks [41]. Exposure bias happens when a model is trained
to predict a word given the previous ground-truth words but uses its own gen-
erated words during inference. The schedule sampling approach proposed in [3]
can mitigate the exposure bias by selecting between the ground-truth words and
the machine generated words according to the scheduled probability in train-
ing. Recently, the loss-evaluation mismatch problem has been well-addressed in
sequence prediction tasks [41, 42, 34, 1, 20]. Rennie et al [42] address both expo-
sure bias and loss-evaluation problems with a self-critical learning, which utilizes
the inference mode as the baseline in training. Gu et al [20] propose a coarse-
to-fine learning approach which simultaneously solves the multi-stage training
problem as well as the exposure bias issue. The most closely related to our ap-
proach is [24]. However, they construct a multilingual parallel dataset based on
MSCOCO image corpus, while in our paper, we do not have such a multilingual
corpus.

2.2 Neural Machine Translation

Neural machine translation is an approach that directly models the conditional
probability of translating a sentence in source language into a sentence in target
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language. A natural choice to model such a decomposition is to use RNN-based
models [28, 43, 2, 36, 25, 7]. Recently, researchers have tried to improve the trans-
lation performance by introducing the attention mechanism [28, 44, 38, 12]. The
attention-based translation model proposed by Kalchbrenner et al [28] is an early
attempt to train the end-to-end NMT model. Luong et al [35] extend the basic
encoder-decoder framework to multiple encoders and decoders. However, large-
scale parallel corpora are usually not easy to obtain for some language pairs.
This is unfortunate because NMT usually needs a large amount of data to train.
As a result, improving NMT on resource-scarce language pairs has attracted
much attention [59, 18].

Recently, many works have been done in the area of pivot strategies of
NMT [13, 50, 45, 4, 57, 16, 27]. Pivot-based approach introduces a third language,
named pivot language for which there exist source-pivot and pivot-target paral-
lel corpora. The translation of pivot-based approaches can be divided into two
steps: the sentence in the source language is first translated into a sentence in
the pivot language, which is then translated to a sentence in the target language.
However, such pivot-based approach has a major problem that the errors made
in the source-to-pivot model will be forwarded to the pivot-to-target model.
Recently, Cheng et al [9] introduce an autoencoder to reconstruct monolingual
corpora. They further improve it in [10], in which they propose a joint training
approach for pivot-based NMT.

3 Unpaired Image Captioning

Let Di,x = {(i, x)(ni)}Ni−1
ni=0 denote the dataset with Ni image-caption pairs, and

Dx,y = {(x, y)(nx)}Nx−1
nx=0 denote the translation dataset with Nx source-target

sentence pairs. For notational simplicity, we use i to denote an image instance as
well as the image modality. Similarly, we use x to represent a source sentence as
well as a source/pivot language (Chinese), and y to represent a target sentence
and a target language (English). Our ultimate goal is to learn a mapping function
to describe an image i with a caption y. Formally,

y ∼ argmax
y

{
P (y|i; θi→y)

}
(1)

where θi→y are the model parameters to be learned in the absence of any paired

data, i(ni) = y(ny). We use the pivot language x to learn the mapping: i
θi→x−−−→

x
θx→y−−−→ y. Note that image-to-pivot (Di,x) and pivot-to-target (Dx,y) in our

setting are two distinct datasets with possibly no common elements.
Fig. 1 illustrates our pivot-based image captioning approach. We have an

image captioning model P (x|i; θi→x) to generate a caption in the pivot language
from an image and a NMT model P (y|x; θx→y) to translate this caption into
the target language. In addition, we have an autoencoder in the target language
P (ŷ|ŷ; θŷ→ŷ) that guides the target language decoder to produce caption-like
sentences. We train these components jointly so that they interact with each
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Fig. 1. Pictorial depiction of our pivot-based unpaired image captioning setting. Here,
i, x, y, and ŷ denote source image, pivot language sentence, target language sentence,
and ground truth captions in target language, respectively. We use a dashed line to
denote that there is no parallel corpus available for the pair. Solid lines with arrows
represent decoding directions. Dashed lines inside a language (circle) denote stylistic
and distributional differences between caption and translation data.

other. During inference, given an unseen image i to be described, we use the
joint decoder:

y ∼ argmax
y

{
P (y|i; θi→x, θx→y)

}
(2)

In the following, we first give an overview of neural methods for image cap-
tioning and machine translation using paired (parallel) data. Then, we present
our approach that extends these standard models for unpaired image captioning
with a pivot language.

3.1 Encoder-Decoder Models for Image Captioning and Machine
Translation

Standard Image Captioning. For image captioning in the paired setting, the
goal is to generate a caption x̃ from an image i such that x̃ is as similar to
the ground truth caption x. We use Px(x|i; θi→x) to denote a standard encoder-
decoder based image captioning model with θi→x being the parameters. We first
encode the given image to the image features v with a CNN-based image encoder:
v = CNN(i). Then, we predict the image description x from the global image
feature v. The training objective is to maximize the probability of the ground
truth caption words given the image:

θ̃i→x = argmax
θi→x

{
Li→x

}
(3)

= argmax
θi→x

{Ni−1∑

ni=0

M(ni)−1∑

t=0

logPx(x
(ni)
t |x(ni)

0:t−1, i
(ni); θi→x)

}
(4)

where Ni is the number of image-caption pairs, M (ni) is the length of the caption

x(ni), xt denotes a word in the caption, and Px(x
(ni)
t |x(ni)

0:t−1, i
(ni)) corresponds

to the activation of the Softmax layer. The decoded word is drawn from:

xt ∼ arg max
Vx

i→x

P (xt|x0:t−1; i) (5)

where Vx
i→x is the vocabulary of words in the image-caption dataset Di,x.
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Neural Machine Translation. Given a pair of source and target sentences
(x, y), the NMT model Py(y|x; θx→y) computes the conditional probability:

Py(y|x) =
N−1∏

t=0

P (yt|y0:t−1;x0:M−1) (6)

where M and N are the lengths of the source and target sentences, respectively.
The maximum-likelihood training objective of the model can be expressed as:

θ̃x→y = argmax
θx→y

{
Lx→y

}
(7)

= argmax
θx→y

{Nx−1∑

nx=0

N(nx)−1∑

t=0

logPy(y
(nx)
t |y(nx)

0:t−1;x
(nx); θx→y)

}
(8)

During inference we calculate the probability of the next symbol given the
source sentence encoding and the decoded target sequence so far, and draw the
word from the dictionary according to the maximum probability:

yt ∼ arg max
Vy

x→y

P (yt|y0:t−1;x0:M−1) (9)

where Vy
x→y is the vocabulary of the target language in the translation dataset

Dx,y.

3.2 Unpaired Image Captioning by Language Pivoting

In the unpaired setting, our goal is to generate a description y in the target
language for an image i without any pair information. We assume, there is
a second language x called “pivot” for which we have (separate) image-pivot
and pivot-target paired datasets. The image-to-target model in the pivot-based
setting can be decomposed into two sub-models by treating the pivot sentence
as a latent variable:

P (y|i; θi→x, θx→y) =
∑

x

Px(x|i; θi→x)Py(y|x; θx→y) (10)

where Px(x|i; θi→x) and Py(y|x; θx→y) are the image captioning and NMT mod-
els, respectively. Due to the exponential search space in the pivot language, we
approximate the captioning process with two steps. The first step translates the
image i into a pivot language sentence x̃. Then, the pivot language sentence is
translated to a target language sentence ỹ. To learn such a pivot-based model,
a simple approach is to combine the two loss functions in Equations (4) and (8)
as follows:

Ji→x,x→y = Li→x + Lx→y (11)
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During inference, the decoding decision is given by:

x̃ =argmax
x

{
Px(x|i; θ̃i→x)

}
(12)

ỹ =argmax
y

{
Py(y|x̃; θ̃x→y)

}
(13)

where x̃ is the image description generated from i in the pivot language, ỹ is the
translation of x̃, and θ̃i→x and θ̃x→y are the learned model parameters.

However, this pipelined approach to image caption generation in the target
language suffers from couple of key limitations. First, image captioning and ma-
chine translation are two different tasks. The image-to-pivot and pivot-to-target
models are quite different in terms of vocabulary and parameter space because
they are trained on two possibly unrelated datasets. Image captions contain de-
scription of objects in a given scene, whereas machine translation data is more
generic, in our case containing news event descriptions, movie subtitles, and
conversational texts. They are two different domains with differences in writing
styles and word distributions. As a result, the captions generated by the pipeline
approach may not be similar to human-authored captions. Fig. 1 distinguishes
between the two domains of pivot and target sentences: caption domain and
translation domain (see second and third circles). The second limitation is that
the errors made by the image-to-pivot captioning model gets propagated to the
pivot-to-target translation model.

To overcome the limitations of the pivot-based caption generation, we pro-
pose to reduce the discrepancy between the image-to-pivot and pivot-to-target
models, and to train them jointly so that they learn better models by interacting
with each other during training. Fig. 2 illustrates our approach. The two models
share some common aspects that we can exploit to connect them as we describe
below.

Fig. 2. Illustration of our image captioning model with pivot language. The image
captioning model first transforms an image into latent pivot sentences, from which our
machine translation model generates the target caption.

Connecting Image-to-Pivot and Pivot-to-Target. One way to connect
the two models is to share the corresponding embedding matrices by defining a
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common embedding matrix for the decoder of image-to-pivot and the encoder of
pivot-to-target. However, since the caption and translation domains are different,
their word embeddings should also be different. Therefore, rather than having a
common embedding matrix, we add a regularizer Ri→y that attempts to bring
the input embeddings of the NMT model close to the output embeddings of
image captioning model by minimizing their l2 distance. Formally,

Ri→y(θ
wx
i→x, θ

wx
x→y) = −

∑

wx∈Vx
i→x∩Vx

x→y

||θwx
i→x − θwx

x→y||2 (14)

where wx is a word in the pivot language that is shared by the two embedding
matrices, and θwx

i→x ∈ Rd denotes the vector representation of wx in the source-
to-pivot model, and θwx

x→y ∈ Rd denotes the vector representation of wx in the
pivot-to-target model. Note that, here we adapt θwx

x→y towards θwx
i→x, that is,

θwx
i→x is already a learned model and kept fixed during adaptation.

Adapting the encoder embeddings of the NMT model does not guarantee
that the decoder of the model will produce caption-like sentences. For this, we
need to also adapt the decoder embeddings of the NMT model to the caption

data. We first use the target-target parallel corpus Dŷ,ŷ = {(ŷ(nŷ), ŷ(nŷ))}Nŷ−1
nŷ=0

to train an autoencoder P (ŷ|ŷ; θŷ→ŷ), where θŷ→ŷ are the parameters of the
autoencoder. The maximum-likelihood training objective of autoencoder can be
expressed as:

θ̃ŷ→ŷ = argmax
θŷ→ŷ

{
Lŷ→ŷ

}
(15)

where Lŷ→ŷ is the cross-entropy (XE) loss. The autoencoder then “teaches” the
decoder of the translation model P (y|x; θx→y) to learn similar word representa-
tions. This is again achieved by minimizing the l2 distance between two vectors:

Rx→ŷ(θ
wy
x→y, θ

wy

ŷ→ŷ) = −
∑

wy∈Vy
x→y∩Vy

ŷ→ŷ

||θwy
x→y − θ

wy

ŷ→ŷ||2 (16)

where Vy
ŷ→ŷ is the vocabulary of y in Dŷ,ŷ, and wy is a word in the target

language that is shared by the two embedding matrices. By optimizing Equa-
tion (16), we try to make the learned caption share a similar style as the target
captions.

Joint Training. In training, our goal is to find a set of source-to-target model
parameters that maximizes the training objective:

Ji→x,x→y,y→ŷ = Li→x + Lx→y + Lŷ→ŷ + λRi→x,x→y,y→ŷ (17)

Ri→x,x→y,y→ŷ = Ri→y(θ
wx
i→x, θ

wx
x→y) +Rx→ŷ(θ

wy
x→y, θ

wy

ŷ→ŷ) (18)

where λ is the hyper-parameter used to balance the preference between the loss
terms and the connection terms. Since both the captioner Px(x|i; θi→x) and the
translator Py(y|x; θx→y) have large vocabulary sizes (see Table 1), it is hard to
train the joint model with an initial random policy. Thus, in practice, we pre-
train the captioner, translator and autoencoder first, and then jointly optimize
them with Equation (17).
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4 Experiments

Datasets. In our experiments, we choose the two independent datasets used
from AI Challenger (AIC4) [51]: AIC Image Chinese Captioning (AIC-ICC) and
AIC Chinese-English Machine Translation (AIC-MT), as the training datasets,
while using MSCOCO and Flickr30K English captioning datasets as the test
datasets. Table 1 shows the statistics of the datasets used in our experiments.
Fig. 3 illustrates the differences in word-level distributions among AIC-ICC,
AIC-MT, and MSCOCO using word clouds5.

(a) AIC-MT (en) (b) MSCOCO (en) (c) AIC-MT (zh) (d) AIC-ICC (zh)

Fig. 3. Word clouds of AIC-MT, MSCOCO, and AIC-ICC datasets, where different
font sizes indicate different frequencies of words.

Table 1. Statistics of the datasets used in our experiments, where “im” denotes the
image, “zh” denotes Chinese, and “en” denotes English.

Dataset Lang.
Source Target

# Image/Sent. Vocab. Size # Sent. Vocab. Size

Training
AIC-ICC im → zh 240K − 1,200K 4,461
AIC-MT zh → en 10,000K 50,004 10,000K 50,004

Testing
MSCOCO im → en 123K − 615K 9,487
Flickr30K im → en 30K − 150K 7,000

Training Datasets. For image-to-Chinese captioning training, we follow the
settings in AIC-ICC [51] and take 210,000 images for training and 30,000 images
for model validation. Each image contains five reference Chinese captions, and
each of the captions contains most of the common daily scenes in which a person
usually appears (see Fig. 3(d)). We use the “Jieba”6, a Chinese text segmentation
module, for word segmentation. We truncate all the captions longer than 16
tokens and prune the vocabulary by dropping words with a frequency less than
5, resulting in a vocabulary size of 4,461 words.

We take Chinese as the pivot language and learn a Chinese-to-English trans-
lation model on AIC-MT. AIC-MT consists of 10,000K Chinese-English parallel

4 https://challenger.ai/competition
5 https://pypi.python.org/pypi/wordcloud
6 https://github.com/fxsjy/jieba
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sentences, and the English sentences are extracted from English learning web-
sites and movie subtitles. We reserve 4K sentence pairs for validation and 4K
sentence pairs for testing. During preprocessing, we remove the empty lines and
retain sentence pairs with no more than 50 words. We prune the vocabulary
and end up with a vocabulary of size 50,004 words including special Begin-of-
Sentence (BOS) and End-of-Sentence (EOS) tokens. To guide the target decoder
to generate caption-like sentences, an autoencoder is also trained with the target
image descriptions extracted from MSCOCO. In our training, we extract 60,000
image descriptions from the MSCOCO training split, and randomly sort these
samples.
Validation Datasets. We validate the effectiveness our method on MSCOCO
and Flickr30K datasets. The images in MSCOCO typically contain multiple ob-
jects with significant contextual information. Likewise, each image in MSCOCO
also has five reference description, and most of these descriptions are depicting
humans participating in various activities. We use the same test splits as that
in [29]. For MSCOCO, we use 5,000 images for validation and 5,000 images for
testing, and for Flickr30K, we use 1,000 images for testing.

4.1 Implementation Details

Architecture. As can be seen in Fig. 2, we have three models used in our image
captioner. The first model i2tim→zh learns to generate the Chinese caption x
from a given image i. It is a standard CNN-RNN architecture [49], where word
outputted from the previous time step is taken as the input for the current
time step. For each image, we encoder it with ResNet-101 [23], and then apply
average pooling to get a vector of dimensions 2,048. After that, we map the
image features through a linear projection and get a vector of dimensions 512.
The decoder is implemented based on a LSTM network. The dimensions of the
LSTM hidden states and word embedding are fixed to 512 for all of the models
discussed in this paper. Each sentence starts with a special BOS token, and ends
with an EOS token.

The second model nmtzh→en learns to translate the Chinese sentence x to
the English sentence y. It has three components: a sentence encoder, a sentence
decoder, and an attention module. The words in the pivot language are first
mapped to word vectors and then fed into a bidirectional LSTM network. The
decoder predicts the target language words based on the the encoded vector of
the source sentence as well as its previous outputs. The encoder and the decoder
are connected through an attention module which allows the decoder to focus
on different regions of the source sentence during decoding.

The third model t2ten→en learns to produce the caption-style English sen-
tence ŷ. It is essentially an autoencoder trained on a set of image descriptions
extracted from MSCOCO, where the encoder and the decoder are based on one-
layer LSTM network. The encoder reads the whole sentence as input and the
decoder is to reconstruct the input sentence.
Training Setting. All the modules are randomly initialized before training
except the image CNN, for which we use a pre-trained model on ImageNet. We
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first independently train the image Chinese captioner, the Chinese-to-English
translator, and the autoencoder with the cross-entropy loss on AIC-ICC, AIC-
MT and MSCOCO corpus, respectively. During this stage, we use Adam [30]
algorithm to do model updating with a mini-batch size of 100. The initial learning
rate is 4e−4, and the momentum is 0.9. The best models are selected according
to the validation scores, which are then used for the subsequent joint training.
Specifically, we combine the just trained models with the connection terms, and
conduct a joint training with (17). We set the hyper-parameter λ to 1.0, and
train the joint model using Adam optimizer with a mini-batch size of 64 and
an initial learning rate of 2e−4. Weight decay and dropout are applied in this
training phase to prevent over-fitting.

Testing setting. During testing, the output image description is first formed by
drawing words in pivot language from i2tim→zh until an EOS token is reached,
and then translated with nmtzh→en to the target language. Here we use beam
search for the two inference procedures. Beam search is an efficient decoding
method for RNN-based models, which keeps the top-k hypotheses at each time
step, and considers them as the candidates to generate a new top-k hypotheses
at the next time step. We set a fixed beam search size of k = 5 for i2tim→zh

and k = 10 for nmtzh→en. We evaluate the quality of the generated image de-
scriptions with the standard evaluation metrics: BLEU [39], METEOR [14], and
CIDEr [46]. Since BLEU aims to assess how similar two sentences are, we also
evaluate the diversity of the generated sentence with Self-BLEU [58], which takes
one sentence as the hypothesis and the others as the reference, and then calcu-
lates BLEU score for every generated sentence. The final Self-BLEU score is
defined as the average BLEU scores of the sentences.

4.2 Quantitative Analysis

Results of Image Chinese Captioning. Table 2 shows the comparison results
on the AIC-ICC validation set, where B@n is short for BLEU-n. We compare
our i2tim→zh model with the baseline [51] (named AIC-I2T). Both AIC-I2T and
our image caption model (i2tim→zh) are trained with cross-entropy loss. We can
see that our model outperforms the baseline in all the metrics. This might be
due to different implementation details, e.g. AIC-I2T utilizes Inception-v3 for
the image CNN while we use ResNet-101.

Table 2. Performance comparisons on
AIC-ICC. The results of i2tim→zh are
achieved via beam search.

Image Chinese Captioning

Approach B@1 B@2 B@3 B@4 CIDEr

i2tim→zh 77.8 65.9 55.5 46.6 144.2

AIC-I2T [51] 76.5 64.8 54.7 46.1 142.5

Table 3. Performance comparisons on
AIC-MT test dataset. Note that our
nmtzh→en model uses beam search.

Chinese-to-English Translation

Approach Accuracy Perplexity

nmtzh→en 55.0 8.9

Google Translation 57.8 –
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Results of Chinese-to-English Translation. Table 3 provides the compar-
ison between our attention-based machine translator with the online Google
translator on AIC-MT test split. We use the “googletrans”7, a free Python tool
that provides Google translator API. The perplexity value in the second column
is the geometric mean of the inverse probability for each predicted word. Our
attention-based NMT model (nmtzh→en) is trained on AIC-MT training set. We
can see that our model is slightly worse than online Google translation in accu-
racy. This not surprising considering that Google’s translator is trained on much
larger datasets with more vocabulary coverage, and it is a more complex system
that ensembles multiple NMT models.
Results of Unpaired Image English Captioning. Table 4 shows the com-
parisons among different variants of our method on MSCOCO dataset. Our
upper bound is achieved by an image captioning model i2tim→en that is trained
with paired English captions. i2tim→en shares the same architecture as i2tim→zh,
except that they have different vocabulary sizes. The lower bound is achieved by
pipelinining i2tim→zh and nmtzh→en. In the pipeline setting, these two models
are trained on AIC-ICC and AIC-MT, respectively. We also report the results
of our implementation of FC-2K [42], which adopts a similar architecture.

Table 4. Results of unpaired image-to-English captioning on MSCOCO 5K and
Flickr30K 1K test splits.

Approach Lang. B@1 B@2 B@3 B@4 M CIDEr

MSCOCO

i2tim→en (Upper bound, XE Loss) en 73.2 56.3 42.0 31.2 25.3 95.1
FC-2K [42] (ResNet101, XE Loss) en – – – 29.6 25.2 94.0

i2tim→zh + nmtzh→en (Ri→x,x→y,y→ŷ) en 46.2 24.0 11.2 5.4 13.2 17.7
i2tim→zh + nmtzh→en (Ri→x,x→y) en 45.5 23.6 11.0 5.3 13.1 17.3
i2tim→zh + nmtzh→en (Lower bound) en 42.0 20.6 9.5 3.9 12.0 12.3

i2tim→zh + Online Google Translation en 42.2 21.8 10.7 5.3 14.5 17.0

Flickr30K

i2tim→en (Upper bound, XE Loss) en 63.1 43.8 30.2 20.7 17.7 40.1

i2tim→zh + nmtzh→en (Ri→x,x→y,y→ŷ) en 49.7 27.8 14.8 7.9 13.6 16.2
i2tim→zh + nmtzh→en (Ri→x,x→y) en 48.7 26.1 12.8 6.4 13.0 14.9
i2tim→zh + nmtzh→en (Lower bound) en 45.9 25.2 13.1 6.9 12.5 13.9

i2tim→zh + Online Google Translation en 46.2 25.4 13.9 7.7 14.4 15.8

For unpaired image-to-English captioning, our method with the connection
term on pivot language (Rwx

i→x,x→y) outperforms the method of combining i2tim→zh

with online Google translation in terms of B@n and CIDEr metrics, while ob-
taining significant improvements over the lower bound. This demonstrates the
effectiveness of the connection term on the pivot language. Moreover, by adding
the connection term on the target language, our model with the two connection
terms (Ri→x,x→y,y→ŷ) further improves the performance. This suggests that a
small corpus in the target domain is able to make the decoder to generate image
descriptions that are more like captions. The connection terms help to bridge
the word representations of the two different domains. The captions generated

7 https://pypi.python.org/pypi/googletrans
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by Google translator have higher METEOR. We speculate the following reasons.
First, Google Translator generates longer captions than ours. Since METEOR
computes the score not only on the basis of n-gram precision but also of uni-gram
recall, its default parameters favor longer translations than other metrics [5]. Sec-
ond, in addition to exact word matching, METEOR considers matching of word
stems and synonyms. Since Google translator is trained on a much larger corpus
than ours, it generates more synonymous words. Table 4 also shows the results
of unpaired image English captioning on Flickr30K, where we can draw similar
conclusions.

We further evaluate the diversity of the generated image descriptions using
Self-BLEU metric. Table 5 shows the detailed Self-BLEU scores. It can be seen
that our method generates image descriptions with the highest diversity, com-
pared with the upper and lower bounds. For better comparison, we also calculate
the Self-BLEU scores calculated on ground-truth captions.

Table 5. Self-BLEU scores on MSCOCO 5K test split. Note that lower Self-BLEU
scores imply higher diversity of the image descriptions.

Approach Lang. Self-B@2 Self-B@3 Self-B@4 Self-B@5

i2tim→en (GT Captions) en 85.0 67.8 49.1 34.4
i2tim→en (Upper bound) en 99.0 97.5 94.6 90.7
i2tim→zh + nmtzh→en (Ri→x,x→y,y→ŷ) en 95.6 91.7 86.5 80.2
i2tim→zh + nmtzh→en (Lower bound) en 98.1 95.9 92.3 87.6

Table 6. Evaluation results of user assessment on MSCOCO 1.2K test split.

Approach i2tim→zh + nmtzh→en (Ri→x,x→y,y→ŷ) Upper Bound Ground-Truth

Relevant 3.81 3.99 4.68

Resemble 3.78 4.05 4.48

We also conduct a human evaluation of the generated captions for different
models as well as the ground truth captions. A total number of 12 evaluators of
different educational background were invited, and a total of 1.2K samples were
randomly selected from the test split for the user study. Particularly, we measure
the caption quality from two aspects: relevant and resemble. The relevant met-
ric indicates whether the caption is correct according to the image content. The
resemble metric assesses to what extent the systems produce captions that resem-
ble human-authored captions. The evaluators assessed the quality in 5 grades:
1-very poor, 2-poor, 3-barely acceptable, 4-good, 5-very good. Each evaluator
assessed randomly chosen 100 images. The results presented in Table 6 demon-
strate that our approach can generate relevant and human understandable image
captions as the paired (Upper bound) approach.

4.3 Qualitative Results

We provide some captioning examples in Fig. 4 for a better understanding of
our model. We show in different color the generated captions for several images
by the three models along with the ground truth (GT) captions. From these
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Fig. 4. Examples of the generated sentences on MSCOCO test images, where i2tim→zh

is the image captioner trained on AIC-ICC, i2tim→en is the image captioner trained
on MSCOCO, i2tim→zh→en (Ri→x,x→y,y→ŷ) and i2tim→zh→en (Ri→x,x→y) are our pro-
posed models for unpaired image captioning, and GT stands for ground-truth caption.

exemplary results, we can see that, compared with the paired model i2tim→en, our
pivot-based unpaired model i2tim→zh→en(Ri→x,x→y,y→ŷ) often generates more
diverse captions; thanks to the additional translation data. At the same time,
our model can generate caption-like sentences by bridging the gap between the
datasets and by joint training of the model components. For example, with the
detected people in the first image, our model generates the sentence with “a
bunch of people in sports suits”, which is more diverse than the sentence with
“a group of baseball players” generated by the paired model.

5 Conclusion

In this paper, we have proposed an approach to unpaired image captioning with
the help of a pivot language. Our method couples an image-to-pivot caption-
ing model with a pivot-to-target NMT model in a joint learning framework.
The coupling is done by adapting the word representations in the encoder and
the decoder of the NMT model to produce caption-like sentences. Empirical
evaluation demonstrates that our method consistently outperforms the baseline
methods on MSCOCO and Flickr30K image captioning datasets. In our future
work, we plan to explore the idea of ‘back-translation’ to create pseudo Chinese-
English translation data for English captions, and adapt our decoder language
model by training on this pseudo dataset.
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